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Abstract: This paper presents an intuitive method for proving the Riemann
Hypothesis. It begins by deriving the relationship equation at the zeros of the
Riemann zeta function from Riemann’s functional equation. This equation follows
the Schwarz reflection principle, indicating that the zeros of the zeta function are
restricted to the line with a real part of 1/2 in the complex plane. Furthermore,
using the Schwarz reflection principle, it concludes that zeros cannot exist outside
the critical line. Therefore, the Riemann Hypothesis is true.

1. Introduction to the Riemann zeta function and its functional
equation

In 1792 and 1793, at the age of 15, Carl Friedrich Gauss approximately discovered
a function describing the distribution of prime numbers, as shown in equation (1-1),
while investigating patterns within the primes:

(1-1) lim T(2) 108
T — 00 €T

Later, in 1859, Gauss’s protégé, the mathematician Riemann, published a paper
detailing a method to rigorously and accurately describe the distribution of primes
that Gauss had found by transforming Euler’s function[1]. In this work, Riemann
constructs a three-dimensional graph, where, intriguingly, the four nontrivial zeros
he calculated all lie on the same line in the complex plane. This led to what is now
known as the Riemann Hypothesis, where Riemann conjectured, “Are all other
zeros also on this same line?”

The connections between the Riemann Hypothesis and the underlying laws of
nature are gradually being uncovered. Historically, the mathematician Euler dis-
covered a connection between primes and 7[2]. In modern times, it has been found
that there are areas in which the Riemann Hypothesis and quantum mechanics
align perfectly[3].

The zeta function defined in equation (1-2) converges for Re(s) > 1, establishing
an analytic function. Riemann demonstrated that this zeta function can be uniquely
extended as a rational function defined for all points except s # 1, The zeta function
referenced in the Riemann Hypothesis is this extended Riemann zeta function,
where s is extended to complex numbers[1][4].
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The functional equation using (1-2) is as follows[1][4].
(1-3) C(s) = 2°7° "t sin (g) (1 —s)¢(1—s)
The functional equation reveals that the Riemann zeta function has zeros at
s = —2, —4, —6...[5][6], known as the trivial zeros. These zeros arise from the fact
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that sin (%2) being zero in the functional equation. However, the nontrivial zeros
have attracted much greater interest, as their distribution is not only less under-
stood but also yields profound results in number theory, particularly in relation to
prime numbers and related structures [7]. It is known that all nontrivial zeros lie
within the open strip s € C: 0 < Re(s) < 1, referred to as the critical strip. The
subset s € C : Re(s) = 1/2 is known as the critical line. The Riemann Hypothesis
can be concisely stated in terms of these definitions.

HYPOTHESIS 1.1: The Riemann hypothesis is that all nontrivial zeros of the
Riemann zeta function have a real part equal to 1/2

2. The property of the Riemann zeta function at nontrivial zero points

In addition to the trivial zeros discussed in the previous chapter, there are zeros
at other points, known as nontrivial zeros. From this point onward, ”zeros” will
specifically refer to these nontrivial zeros. We will first examine the fundamental
properties of these nontrivial zeros. The coefficient section of ((1 — s) in equation
(1-3) is defined as follows:

— 9s,_5—1 E _
(2-1) Y(s)=2°rn sm( 5 ) I'(1-—s)
Hence, we can express (1-3) more succinctly as:

(2-2) () = Y(5)C(1 = 5)
Alternatively, (2-2) can be formulated as[8]:

(2-3) ((1=5) =Y(1=5)((s)

Based on (2-2) and (2-3), we can make the following proposition.

PROPOSITION 2.1: For a given sg € C, ((s0) = 0 if and only if {(1—sg) = 0:
C(S(]) =0« C(]. — 80) =0

Proof: If (1 — sg) = 0, then ((so) = 0 (by equation (2-2)). Conversely, if
C(sp) = 0, then (1 — sg) = 0 (by equation (2-3)). Therefore, we conclude that
C(s0) =0 and ¢(1 — s0) = 0 at so are both necessary and sufficient conditions for
each other.

3. The reason why the nontrivial zero points of ((s) and ((1 — s) occur
at s = % it

By utilizing Proposition 2.1, we can obtain the following Lemma:

LEMMA 3.1:For some sg which satisfy the zero point of zeta function:
C(s0) =¢(1—50) =0

Proof: Generally, necessary and sufficient conditions do not always refer to the

same set, but here, since both yield the same result of 0 at the same sg, they can be
considered equivalent.



We can derive Theorem 3.1 using Lemma 3.1.
THEOREM 3.1: For any sq € C that is a zero point of the zeta function, the
following is true:

C(s0) =¢(1—50) =0
Proof: Let sg be a zero of ¢; that is, ((sg) = 0. By Lemma 3.1, {(1 — sg) = 0.
Taking the complex conjugate of both sides, we get ((1 —sg) = 0, and using the
property of the complex conjugate, 0 = 0. Therefore, ((1 — s9) = ((1 — s¢) = 0.

Meanwhile, for any complex function F'(x), there exists a principle that always
holds, known as the Schwarz reflection principle(SRP)[9][10]. It is defined as fol-
lows.

AXIOM 3.1: Schwarz Reflection Principle
Let F(z) be a function that is holomorphic (analytic) on a domain D in the complex
plane, except for a boundary segment on the real axis. Assume that F(z) satisfies
the following conditions: F(z) is holomorphic in D. F(z) is continuous up to the
boundary of D. On the boundary segment on the real axis, F(z) takes real values.
Under these conditions, F(z) can be extended to a function that is holomorphic on
the reflection of D across the real axis by defining:

F(z)=F(z)

where z denotes the complex conjugate of z.

Applying the logic of LEMMA 3.1, and considering that ((s) is a complex func-
tion, we can similarly apply this principle to express it in the same form.

LEMMA 3.2: According to Aziom 3.1, for zero points sqg € C, zeta function
has a relation that holds:

{s0€C:((s0) =C(1—s50) =0,80 Z1} C{z€C: F(z) = F(2)}

Proof: The Riemann zeta function is holomorphic on the entire complex plane ex-
cept at s = 1[11]. This satisfies the conditions for the Schwarz Reflection Principle
as stated in Axiom 3.1, thereby allowing the zeta function to be expressed by this
principle

By employing Theorem 3.1 and Lemma 3.2, we can ascertain a relationship as
shown in Figure 1.

Lemma 3.2 applies to all values of s defined in the Riemann zeta function, and
thus Theorem 3.1 falls within the scope of Lemma 3.2. When Theorem 3.1 fully
conforms to the structure of Lemma 3.2, it always holds. This relationship is
illustrated in Figure 1. We observe that forms (I) and (I)’ indicate that the zeta
function exhibits a complex conjugate relationship on both sides. Similarly, forms
(2) and (2) should also exhibit a complex conjugate relationship. Based on this, we
can establish the following theorem concerning the zeros of the zeta function.
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FIGURE 1. Contribution of SRP in the calcula-
tion and the overall flow

THEOREM 3.2: At the zero point for sg, if Lemma 3.2 holds, then the fol-
lowing is necessary:

So=1—s9 or sg=1-—sg
Proof: The set

{50 €T ¢(s0) = LT = 50) = 0}
belongs to the set

{sec:¢m) =) =0},
as illustrated in Figure 1. To match the form of the superset, the subset must align.
Therefore, the subset, represented by 1 — sg in Figure 1, must be the complex con-
jugate of sg.

If we set so = og + itp, and substitute it into Theorem 3.2, we can immediately
see that og = 1/2. Therefore, sg can be expressed as follows.

COROLLARY 3.1: If Sy € zero point of the zeta function then:

1 .
80:§+Zt0

Proof : Given sg = o +itg, substituting this into Theorem 3.2 yields og — itg =
1-— oo — ito.
Therefore 209 = 1. or o9 =1/2

According to Corollary 3.1 and Theorem 3.1, we can make the following Corol-
lary

COROLLARY 3.2: If Sy € zero point of the zeta function, then 1 — sqg is also
a zero point:

1
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Proof : From Corollary 3.1, if so = 1/2+ity, then 1—so=1—1/2—itg = 1/2—ity.

COROLLARY 3.3: From Corollary 3.1 and 3.2, we can get the following equa-
tion :

C(1/2 + ito) = ¢(1/2 — itg) =0

Here, we intend to create the following definition.

DEFINITION 3.1: For any complex equation EQ, we denote the application
of the Schwarz reflection principle as SRP(EQ).

Therefore, summarizing Corollary 3.1 and Corollary 3.2, the nontrivial zeros of
the Riemann zeta function on the critical line take the form of 1/2 + ity as their
inputs.

PROPOSITION 3.1: From Corollary 3.1, Corollary 3.2, and Theorem 3.1,
we can make the following proposition :

SRP(((s0) = ¢(1 —s0) = 0) = ¢(1/2 +itg) = ((1/2 —ity) =0

Some of the values of sy found as the zero points of the zeta function so far are
shown in Table 1 [12][13][14], which is consistent with Corollary 3.3

TABLE 1. The first few nontrivial zero points

1/2 + 13.34725 i

1/2 & 21.022040 1
1/2 + 25.010858 1
1/2 & 30.424876 1
1/2 + 32.935062 1
1/2 & 37.586178 1

OO W I

Through the calculations so far, it has been demonstrated that the nontrivial
zeros of the zeta function have a real part of 1/2, and the sign of the imaginary
part is +.

4. The relation between critical line and the nontrivial zeros

In Theorem 3.1, if the Riemann zeta function equation vanishes at a specific
point, the general expression that does not require the Riemann zeta function to
be zero is given as follows.



PROPOSITION 4.1: If the zeta function satisfies {(sg) = (1 —sp) = 0 at
its zeros, then the general set, including the zero points, is given by the following
equation, which represents the critical line:

((se) = C(1 = s¢)

Proof : For {(s.) = ((1 — s.) to hold, it must satisfy the Schwarz Reflection Prin-
ciple (SRP). Currently, the zeta functions on the left-hand side and right-hand side
are conjugate complex values. Fxcluding this relationship, the input values s. on the
left-hand side and 1 — s. on the right-hand side must themselves be conjugate com-
plex values. Therefore, 5. = 1—s. must hold. If s, = a+bi, then 5. = 1—s, means
a—bi = 1—a—bi, which implies a = 1/2. This shows that any imaginary part b can
take any value, but the real part a is always 1/2. Hence, this defines the critical line.

sc = 1/2 +4t. This is precisely the critical line. It can be expressed as follows
when decomposed into real and imaginary parts.

COROLLARY 4.1: According to the Proposition 4.1, the real part of it has
the following relation:

Re(C(s.)) = Re(C(1 — 5)) at s = % it

Proof : If s, = % + it, then 1 — s, = % — it. According to Lemma 3.2, if
¢ (3 +1it) = a+bi, then ¢ (3 —it) = a— bi. Therefore, Re(((s:)) = Re(¢(1 — s.)).

COROLLARY 4.2: According to the Proposition 4.1, the imaginary part of it
has the following relation:

Im({(s;)) = —Im({(1 —s.)) at s, = % + 1t

Proof : If s, = % + it, then 1 — s, = % — it. According to Lemma 3.2, if
¢ (3 +1it) = a+bi, then ¢ (3 — it) = a—bi. Therefore, Im(((s:)) = — Im(¢(1—s.)).

Figure 2 shows an example of Im(s) = 3. It adheres to the properties defined in
Corollary 4.1 and Corollary 4.2 We can see that real part of both {(s) and (1 — s)
always meet, regardless of the value of ¢, when Re(s)=1/2. Figure 2 is created using
Python software that imported the zeta function.

The special case of Proposition 4.1, specifically, the zero points as discussed in The-
orem 3.1, can be examined by separating the real and imaginary parts as follows

COROLLARY 4.3: According to Corollary 3.3, the real part of it has the
following relation:

Re[C(s0)] = Re[¢(1 —s0)] =0 at s=sg
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FIGURE 2. zeta function at s = o 4 3i (left: real
part, right: imaginary part)

COROLLARY 4.4: According to Corollary 3.3, the imaginary part of it has
the following relation:

Im[¢(s0)] = Im[((1 — s0)] = 0 at s = s

By placing Corollaries 4.1, 4.2, 4.3, and 4.4 together in Table 2 and comparing
them, we can see their relationships.

TABLE 2. Relation between s. and sg

at s, = 7 + it(critical line) at so = = + ito(nontrivial zeros)
Re[((sc)] = Re[¢(1 — s.)] (Corollary 4.1) Re[((s0)] = Re[¢(1 — sg)] = 0 (Corollary 4.3)
Im[((s.)] = —Im[¢(1 — s.)] (Corollary 4.2) | Im[((so)] = Im[¢(1 — sp)] = 0 (Corollary 4.4)

In Table 2, the left side represents the form where ((s) and (1 — s) satisfy the
SRP, while the right side represents the form when the zeta function has zeros. By
comparing the set of s. satisfying the left side and the set of sy satisfying the right
side, we can observe that they are in the form of the following relation.

Remark 4.1: The set of all values in the complex plane s, that satisfy Proposi-
tion 4.1, is known as the critical line.

5. The reason why there are no nontrivial zeros outside the critical line

The Riemann zeta function is not generally monotonic; it only exhibits mono-
tonicity on certain intervals under specific conditions[15].

The Riemann Hypothesis posits that all nontrivial zeros lie precisely on the
critical line. If this is true, it raises the question of why there are no zeros outside
the critical line, despite the zeta function’s observed non-monotonicity. This aspect
requires careful consideration in any proof of the Riemann Hypothesis. For example,
in Figure 3, we can see that the zeta function is non-monotonic outside the critical
strip when I'm(s) = 3. Thus, there may be instances where Re(¢(s)) = Re({(1—3s))
as in Corollary 3.1, but Im(¢(s))=—Im(¢(1 —s)), as in Corollary 3.2, does not hold
for the same value of s. The reverse can also occur. This is because if s is outside
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the critical line, 1 — s cannot equal 5, and therefore the SRP does not hold, as
stated in Proposition 4.1.

As previously mentioned, the nontrivial zeros of the zeta function satisfy ((sg) =
¢(1 = s9) = 0, thus maintaining validity while adhering to the SRP. Consequently,
the nontrivial zeros of the Riemann zeta function lie exclusively on the critical line.
Figure 4 illustrates this relationship.

Critical Line

Ze =fse € C: &)= 500}

Zero points
Zo =[sp € C:&((s5)={(1—50) = 0}

i

Non Critical Line

Zye ={sue € C: Ysnc)* L1 —spe)}

\ A

Nontrivial zero

Critical line

Complex plan s

FIGURE 4. Relations of sets for zeta function

THEOREM 5.1: Outside the critical line, there are no montrivial zeros.

Proof: Considering that ((sne) # C(1 — Sne), then spe # 1 — sne. Therefore, for
Sne = One + itne, we have ope # 1/2. On the other hand, for {(s.) = ((1 — s.) we
have o, = 1/2. By examining Figure 4, Zyc N Zc = O (the law of excluded middle)



9

and Zg C Z¢c, this implies Znyc N Zg = O. Thus, there are no zeros of the zeta
function outside the critical line.

6. Further discussion on why the real part of nontrivial zeros is 1/2 for
any kind of zeta function

We want to verify further whether the real part of the input value of the zeta
function remains 1/2 even if we generalize the real part of the critical line. Here,
we will also perform the verification work while satisfying the SRP. The first gen-
eralization is to shift the real part by using s; = so + a + bi.

(6-1) ((s0) =C(1—sp) =0

The inputs are complex conjugate numbers to each other, as depicted in Theorem
3.2.

(6-2) sota+bi=1—(sop+a+bi)

If we substitute o + it into sg, we get the following;:

(6-3) (o+it)+a+bi=1—(c—it) — (a—bi)

If we remove both it and bi, it becomes as follows:

(6-4) 20 +2a=1

(6-5) o+a=1/2

(6-5) aligns with what was mentioned in Corollary 3.3, asserting that the real
part equals 1/2. Therefore (6-1) becomes

(6-6) C(1/2+it) = ¢(1/2—it) =0

Ultimately, the real part of inputs becomes 1/2.

THEOREM 6.1: No matter how much the input of the zeta function shifts, Af-
ter applying SRP algorithm, the real part of its nontrivial zeros remains 1/2

SRP(((s") =¢(1—5") =0) = ¢(1/2 +itg) = ((1/2 —ity) =0
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As a second generalization step, if (6-1) holds, we can expand it to equations
like (6-7). However, just like before, there is a process that needs to satisfy the SRP.

(6-7) C(s1)C(s2) -+ =C(1—s1)¢(1 —s2)--=0

To satisfy the SRP, the input terms on both sides must follow complex conjugate
relationships. If there are n arguments, n? equations will be required. For simplic-
ity, we will explain the case with two arguments, as shown in Figure 5. Thus, we
define s;=0 + a; + ib; and so=0 + ag + ibs for s; and ss , respectively.

@

((s1)((s2)=C(1—s7)((1 fsz) =0

®
®

FIGURE 5. Relations of sets for zeta function

TABLE 3. Calculations of SRP for arguments

Number | Conditions Results Re(s1) and Re(s2)

@ 51=1 — 51 20 +2a; =1 for s1: o +a; =1/2

® so=1 — 51 20 +a; +as =1,by =by for s3: o+as = (1+az—ay)/2
® 51=1 — 89 20 +ay+as =1, by = by for s1: o+a; = (14+a1—a2)/2
@ 59=1 — 59 20 + 2a9 =1 for so: 0 +as =1/2

All four equations in Table 3 must be satisfied. If even one of these equations
is not satisfied, the SRP will be violated. However, as shown in the table, Re(s1)
and Re(sz2) assume two distinct values. Specifically, for o + aq, the values are 1/2
and (14 a1 —az)/2, and for o + ag, they are 1/2 and (1 4 ag — a1)/2.. This occurs
because there are two variables and four equations, making it impossible to satisfy
all conditions for the roots in Table 3. Consequently, Equation (6-7) cannot hold
unless a = b, which implies s1=s5. From this, it can be inferred that the real part
at zero is fixed at 1/2. This conclusion was drawn by calculating only two types of
factors, but the same holds true for three or more. Thus, the only way for Equation
(6-7) to hold is if all input variables are equal, i.e., s = s2 = s3 =....
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(6-8) SRP(((s1)¢(s2) - = ((L=s1)¢(1=s2)-- =0) = (¢(51))" = (C(1=s1))" =0

For (¢(s1))™ = (¢(1 — s1))™ = 0 to hold for any arbitrary n, it must be satisfied
that ¢(s1) = (1 — s1) = 0, and therefore, the following proposition holds between
the two.

(6-9) (€(s1))" = (C(1 = 51))" = 0> ((51) = ((1 = 1) =0

For (6-9) to hold, according to the logic developed in Chapter 3, SRP must be
satisfied, and ultimately the following proposition arises.

(610)  SRP(C(s1)) = C(L - s1) = 0) = C(1/2 +ito) = C(1/2 — ito) = 0

Ultimately, applying SRP in the second generalization leads to the same outcome
as the first generalization, allowing us to formulate the following proposition.

THEOREM 6.2: After applying SRP to the multi-product of ((s1)((s2) - - =
C(1—51)¢(1 —s2)--=0, it changes to ((1/2 +ity) = ((1/2 —ity) = 0.

SRP(((s1)¢(s2) -+ = (1 = 1)C(1 = s2) - -+ = 0) = ((1/2 +ito) = ((1/2 —itg) = 0

Through the generalization of the functional equation, an expanded equation was
formulated. However, upon applying the symmetry property, known as SRP, it was
observed to converge to Corollary 3.3 ultimately. In other words, the real part of
the variable s, in the case of ((s)=0, becomes 1/2.

7. Summary and Conclusion

In this paper, rather than providing a detailed mathematical proof, we have
focused on developing an intuitive approach to the Riemann Hypothesis. Below,
we summarize the process undertaken so far.

The Riemann zeta function, ¢(s), is non-holomorphic at s = 1 but holomorphic
in the region excluding s = 1. However, since it diverges at s = 1, there is no zero at
this point. Thus, all nontrivial zeros of the Riemann zeta function must lie within
its regular domain, which is the set of all complex numbers s where the function
is holomorphic. At any nontrivial zero sg, the Riemann zeta function satisfies the
functional equation ((sp) = ¢(1 — s9) = 0. From both sides of the equation, we
obtain 355 = 1 — sq. If we substitute so = o + it into S5 = 1 — sg, then 0 = 1/2. If a
specific sg is a zero of the zeta function, then 1 — sq is also a zero. Therefore, the
zero s is of the form 1/2 =+ it.

The general form of ((sg) = (1 —sg) =0is ((s.) = @ If 5hc #1 — sne,
then s,. # 1/2 + it. Thus, we can observe that {(s.) = ((1 — s.) does not hold
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FIGURE 6. The process of obtaining Re(sg) = 1/2

outside the critical line. Therefore, the nontrivial zeros exist only on the critical
line. The process is summarized in Figure 6.

To further analyze the equation ((sj) = ((1 — s;) = 0, we shifted the variable
s and applied the SRP, yielding that the real part of any nontrivial zero is always
1/2. Even when expressing the zeta function as a product of multiple terms, such
as ((s1)C(s2) - = ((1 — $1)¢(1 — s3)--+ = 0, applying the SRP reveals that for
this to hold, it requires s; = s3 = s3---. Therefore it means ((s1) = (1 —s1) = 0.
This confirms that ((s1) = ¢((1 — s1) = 0 is the unique equation representing the
zeros of the zeta function. Thus, this paper concludes that the Riemann Hypothesis
is true.
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