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Abstract—We present a novel approach to video generation,
leveraging compressed hand-drawn representations and latent
diffusion models. Our methodology employs a unique two-stage
process, wherein a variational auto encoder generates parameters
based on input text, of a generic equation to be graphed into a
frame, and a latent diffusion model refines these frames into
photorealistic video content. These graphs are designed to look
like hand drawn replicas of the frames in the dataset. By
utilizing hand-drawn-like images as a compressed representation,
we effectively reduce the dimensionality of the video generation
problem, enabling tighter bottleneck architectures and improved
efficiency. Our approach demonstrates significant potential for
generating lenghty ,high-quality, text-conditioned videos, with
applications in multimedia creation, robotics, and beyond.

I. INTRODUCTION

The release of ChatGPT by OpenAI in 2022 marked a
significant milestone in the development of generative models.
Since then, substantial progress has been made in image
generation, with models demonstrating exceptional capabilities
in interpreting complex prompts and producing high-fidelity
outputs.

Recent breakthroughs have also been achieved in video
generation, with notable advancements in both duration and
coherence. Specifically, video generation models have evolved
from producing 5-second clips to generating 2-minute coherent
videos, as exemplified by OpenAI’s Sora and Google’s VEO.
These state-of-the-art video generation models are grounded in
latent diffusion models, which employ a bottleneck mechanism
to compress videos while preserving their essential character-
istics.

The bottleneck representation maintains the fundamental at-
tributes of the original video, enabling the efficient generation
of coherent and contextually relevant multimedia content. This
development has profound implications for various applica-
tions, including multimedia creation, editing, and analysis.

This study investigates an alternative approach to repre-
senting the information encoded in the bottleneck of a latent
diffusion model. We begin by acknowledging the necessity of a

bottleneck mechanism due to the inherently high-dimensional
nature of video data. Specifically, a typical high-definition
(HD) video frame comprises approximately 1 billion parame-
ters.

Furthermore, with 30 frames per second, video generation
poses an extremely high-dimensional problem, characterized
by an immense parameter space. This inherent complexity
necessitates the use of a bottleneck or dimensionality reduction
mechanism to facilitate efficient video generation and process-
ing.

Notably, simple mathematical equations can be employed to
generate handwritten-like drawings, akin to sketches. When
considered as high-definition (HD) images, these drawings
comprise a vast number of pixels, typically on the order of
109. However, despite this high pixel count, it is possible to
accurately estimate the handwritten image using a remarkably
compact representation, often requiring fewer than 300 param-
eters.

To illustrate this concept, Figure 1 presents a rendered
image of the renowned mathematician Carl Friedrich Gauss,
generated using equations of this form. This example high-
lights the impressive representational efficiency achievable
with handwritten-like drawings, which can be effectively cap-
tured using a relatively small number of parameters.



As you can see this is an effective way of compressing an
HD image from a billion parameters to fewer than 300.

II. METHODOLOGY

Our approach leverages a dataset of paired diagrams and
their hand-drawn counterparts, obtained by crowd sourcing
individuals to create simplified representations of key im-
age components. Unlike conventional applications of such
datasets, which focus on training algorithms to generate pho-
torealistic images from simple drawings, our objective is to
develop an algorithm capable of producing hand-drawn-like
images from realistic inputs.

To achieve our goal, we employ a two-stage process.
Initially, we utilize a video generation dataset, applying our
hand-drawn image generation algorithm to each frame. This
yields a compressed representation of the video content.

We then parameterize each frame using a generic equation
comprising fewer than 300 parameters. By estimating these
parameters for each frame and calculating a loss function
based on the discrepancy between the hypothesized and actual
frames, we establish a foundation for further processing.

Subsequently, we train a Variational Autoencoder (VAE) to
generate batches of parameters that form the frames of novel
videos. This process is conditioned on simultaneously input
text.

In parallel, we train a Latent Diffusion Model (LDM) on the
full video dataset, conditioning each video on its correspond-
ing frames. Notably, this approach enables the utilization of
a tighter bottleneck for long sequences, as the conditioning
frames capture most of the video’s information.

Furthermore, we condition the LDM on the same text used
to generate frames in the VAE.Our final algorithm employs
a two-stage generation process. Initially, the VAE generates
parameters for video frames, optionally conditioned on text.
These parameters are then converted into frames, which serve
as conditioning inputs for the LDM in the final stage, produc-
ing the generated video.

III. CONCLUSION

This study introduces a novel approach to text-conditioned
video generation, harnessing the power of compressed hand-
drawn representations and latent diffusion models. By leverag-
ing the unique characteristics of hand-drawn-like images, we
effectively reduce the dimensionality of the video generation
problem, enabling the development of more efficient and
scalable architectures.

Our proposed methodology demonstrates significant poten-
tial for generating high-quality, text-conditioned videos of long

lenghts, with applications in multimedia creation, robotics, and
beyond. The use of compressed hand-drawn representations
offers a promising direction for future research, particularly
in the context of multimodal learning and generative models.

Ultimately, our study contributes to the growing body of
research on text-conditioned video generation, offering a novel
and innovative approach that pushes the boundaries of what is
possible in this exciting and rapidly evolving field.
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