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Abstract: 

The pursuit of Artificial General Intelligence (AGI) has been a prominent goal within the field of artificial 

intelligence. However, this paper argues that current Generative AI Language Models (GenAI LLMs), such as GPT-4 

o1, and similar/later LLMs with similar architectures like o3, are fundamentally incapable of achieving AGI. This 

argument is supported by examining the intrinsic limitations of LLMs, their operational paradigms, and the 

essential characteristics that define AGI. 

We discuss a short experiment performed with all the big LLMs, including the latest ones released by the main 

different AI providers: extracting and producing a list of URL links from a word document. None of the LLMs 

succeeded, including the latest from OpenAI, Google, Claude or Perplexity. Instead they all get confused, extract 

only a subset then, when shown how to do it, they hallucinate the links and never produce a complete list. It 

happens even when shown how to do it. We take this as a counterexample to statements made by many that, by 

now, end of 2024, GenAI LLMs would, already reach AGI, or be almost there. In fact we argue that AGI is not about 

to be reached by LLMs any time soon. They will never reach AGI, without changes away from just being LLMS. 

Claims to the contrary are unrealistic. 

The paper presents possible direction to reach AGI, and in particulars our views on how to proceed. 

____ 

1. Introduction

The pursuit of Artificial General Intelligence (AGI) has captivated researchers for decades, driven by the desire to 

create machines that exhibit intelligence comparable to humans. Such systems would not merely excel in specific 

tasks, as narrow AI systems do, but would possess the ability to understand, learn, and apply knowledge across 

various domains, adapt to new situations, and solve complex problems with human-like, then better, proficiency 

[10]. This includes the capacity for abstract thought, drawing from a broad knowledge base, understanding cause 

and effect, and possessing a form of common sense [12]. Crucially, AGI implies a level of autonomy, allowing these 

systems to operate independently, make decisions without human intervention, and adapt to new environments 

[13]. 

Achieving AGI requires a broader spectrum of technologies, data, and interconnectivity than what powers current 

AI models [14]. It necessitates the integration of various cognitive abilities, including creativity, perception, 

learning, and memory, to effectively mimic complex human behavior. Furthermore, AGI systems should be capable 
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of solving problems in diverse domains without manual intervention, adapting their knowledge and skills to a wide 

array of situations [14]. 

As AGI is characterized by the ability to understand, learn, and apply knowledge across a wide range of tasks at a 

level comparable, then better, to human intelligence. It is implies  human-level cognitive abilities across diverse 

domains. AGI remains a coveted goal in artificial intelligence research.  

In contrast, Generative AI Language Models (GenAI, or GenAI LLMs) are primarily designed for natural language 

processing tasks, relying on vast datasets to predict and generate text. While they exhibit impressive capabilities in 

language tasks, they lack the essential cognitive attributes required for AGI. 

While recent advancements in Generative AI Large Language Models (GenAI LLMs) have yielded impressive results 

in natural language processing, this paper argues that these models alone fall short of the requirements for true 

AGI, and are insufficient for achieving AGI. We examine the limitations of GenAI LLMs, focusing on their lack of 

common sense reasoning, inability to interact with the physical world, absence of consciousness, and dependence 

on massive datasets. We analyze some recent claims by OpenAI, and others, suggesting AGI is within reach, 

critically evaluating their evidence and identifying potential biases. Finally, we explore alternative approaches to 

AGI and discuss the ethical concerns associated with pursuing AGI through GenAI LLMs. 

2. We Are Not Yet There

There are many ways to see that we are not yet there with GenAI, and many other systems. Our example, tested 

with all the main AI providers (OpenAI ChatGPTs up to 4o1, Google Gemini Perplexity (pro and all q.5 and 2.0 early 

options), Llama, Claude, etc.), simply aimed at providing a google document with a list of links, formatted in word. 

The document was a word document (.docx) with the first part (list of documents, not the subsequent list of 

comments) of [100], describing papers of the multi-fold theory [101-108], as a first step to summarize them in a 

scientific book. Requests to summarize, writing book or extracting links, the former two being only for some LLMs, 

all failed in the week of December 15, 2024. 

Different prompts were used. The LLMs understood the task, as they succeeded sometimes on one or two links. 

Links in the word document are a displayed text (title of paper) as hyperlink, with, as hyperlink, the links/URLs to 

extract. 

Some LLMs claimed that there were no links other than the few explicit URL format present. Other proceed to the 

next step on their own: they extract some (incomplete) set of links, but with mistakes past the first or second one 

Then, we  taught the LLMs to extract links with a few examples like: for Consistencies and Implications of 2D 

Massless Random Walks: Discrete Non-commutative Spacetime, and No Flat Supersymmetry, extract 

https://shmaesphysics.wordpress.com/2024/12/12/consistencies-and-implications-of-2d-massless-random-walks-

discrete-non-commutative-spacetime-and-no-flat-supersymmetry/. A few examples where provided 

All, absolutely all of them, failed! First they stopped randomly after 10, 30 or 80 links, despite being asked to 

extract all of the links. All extracted hallucinated links, except for the examples that they had been shown. 

Sometimes the first one or 2 links were also correct. The types of errors were to extract for example 

https://shmaesphysics.wordpress.com/2024/08/18/consistencies-and-implications-of-2d-massless-random-walks-

discrete-non-commutative-spacetime-and-no-flat-supersymmetry/in stead of 

https://shmaesphysics.wordpress.com/2024/12/12/consistencies-and-implications-of-2d-massless-random-walks-

discrete-non-commutative-spacetime-and-no-flat-supersymmetry/. 
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Pointing out the errors, or even correcting them, resulted into other fantasy links (e.g., another fake date), except 

when correction had been shown, for the link and all subsequent links.  

For some reason they also all stopped after extracting a new links (say 15 or 20), instead of the ~115 expected. 

LLMs were unable to perform such a simple task, and they were unable to learn by example. Here we go that’s not 

human-like capabilities. We are not even close to AGI. And that is for a NLP and text extraction task.  

Now, we do admit that word document produce awfully overloaded markup, but we did not use the HTML markup 

format, or a filtered down version of it. Also, we also did not use / follow [93,94], and we did not rely on upcoming 

Microsoft MarkItDown tool that has just been announced [109,110]. 

 

3. Limitations of LLMs 
 

LLMs are not suited to achieve AGI. We are not the only ones stating it, see for example [5,52-54]. Some of the 

reasons are described in the following sections. 

 

3.1 Lack of True Understanding 
 

LLMs operate based on statistical correlations rather than genuine comprehension. They do not possess an 

internal model of the world or a conceptual understanding of the text they generate. This limitation is highlighted 

by their inability to engage in common-sense reasoning, or to understand context beyond their training data [1,3]. 

For instance, LLMs can generate coherent text but cannot grasp the implications of their outputs in real-world 

scenarios. 

Techniques2 like Chain of Thoughts [111-113], and their possible GenAI generation, fine tuning and reinforcement 

training behind, for example, ChatGPT4 -o1 and -o3 [92,95,96,114]3, improve the performances and indeed 

perform better on logic / math reasoning apparently [95,96], or master some policy principles4 [114]. By they still 

do not lead to any understanding or ability to think as human. They at beats can repeat some rigorous or heuristic 

pre-learned / pre-encountered patterns. The strength of AGI is elsewhere, especially with ability to reason 

rigorously or intuitively gained based on life experience of the implications of such reasonings.  

Instead, one needs instead to be able to look at all what we have learned before, done before and the lessons 

learned, or seen what others have been doing before our analysis of the consequences. Then one can reuse past 

 
2 Note that this is different from MultiAI as we proposed and illustrated in [49,50,71,91], which is involved 
during operations, not training, fine tuning or reinforcement / unsupervised training/improvement. Of course, 
the MultiAI principles can also extend to these phases.   
3 Training on synthetic data is not a good sign either, as well know from the ages of early AI, at IBM in the 90’s 
the motto was “there is not better data that more (good data)”, but by this we never meant synthetic one. 
That is garbage and the motto for that should; “garbage in, garbage out”. We are discussing aspects of this in 
upcoming sections. 
4 Good luck with that… Yes it can work as a poor man’s solution, We know enough of chat bots and virtual 
agents [55-57,61-67] to guarantee that this will not work without separate post processing, or MultiAI, as 
activities surrounding the LLMs, e.g. as in MultiAI [49,50,71,91], or to address hallucinations as in [91]. 



reasonings, e.g., poorly as in the Chain of Thoughts reasoning of -o1 or -o3 – poor because with limited memory, or 

build new ones with intuitions that we then evaluate both intuitively and as rigorously as we can, the weight 

depending on the situation, risks involved, and personality. Maybe some ideas like formalisms of fluid intelligence 

[115,116] are on the right track, albeit Today rather unusable as it does not result yet into concrete algorithms5. 

We will discuss this in a future paper. 

 

3.2 Dependence on Data and Learning Mechanisms 
 

GenAI LLMs require massive datasets and significant computational resources for training. This dependence on 

Massive Datasets and Computational Resources limits their scalability and accessibility. Moreover, the reliance on 

existing data introduces biases and limitations in their knowledge and reasoning abilities [37]. This includes the 

"long tail problem" in AI, where LLMs struggle to handle rare or uncommon events that occur infrequently in 

training data [1].  

Furthermore, LLMs are energy inefficient, requiring significantly more power to perform cognitive tasks compared 

to humans [31]. This is a major issue, which should warrant regulation. At a time where we see the need to take 

actions to save the planet and humanity [117], these prohibitive and uncontrolled environmental costs [118] 

should probably be forbidden, or more realistically be strongly discouraged.  

The "long tail problem" is the phenomenon where rare events that are not well-represented in training data lead 

to poor performance [1]. Unlike humans, who can learn complex concepts from minimal examples, LLMs are 

constrained by their data-intensive learning processes [2,4]. 

Today many consider that LLMs have consumed all the data that is to be consumed, and that as a result progress 

will slow down or stall soon. We agree with that view, except that we suspect that most of the data used so far is 

what was already / is automatically digitized. Much non digitized data, including a majority of past books and 

publications, may not have been used for training yet. Google may be the company that has the most ability to 

progress here, with their digitization efforts. Clearly there is much more knowledge and data still available for 

capture out there6.  

Several recent studies and analyses suggest that large language models (LLMs) may be approaching a plateau in 

performance due to limitations in available training data. The following sections discuss some key considerations 

supporting this view. 

 

3.2.1 Data Scarcity Projections 
 

A comprehensive study provides strong evidence for potential data constraints [73]. The authors forecast that: 

 
5 We argue that MultiAI is a poor man’s approximation of the concepts in [115], immediately usable Today, 
without requiring further developments or adaptation of new models. If that is the case, the superior result 
quality obtained is a motivation to evolve [115] to make it usable. 
6 We do not suggest that it will improve the chances to reach AGI. Our views are clear on this, it won’t help. 
However it may improve the performances of GenAI for what GenAI is good at. On the other hand there is no 
doubt that it behooves to humankind to digitize all this content, even if just to ensure it accessibility and 
preservation for future generations. 



• If current LLM development trends continue, models will be trained on datasets roughly equal in size to 

the available stock of public human text data between 2026 and 2032. 

• The total effective stock of text in the indexed web is estimated to be around 4 1014 tokens, 

corresponding to training ~5 1028 FLOP of computing for non-overtrained models. 

This suggests that LLMs may soon exhaust the available high-quality public (digitized) (text) data for training [73]. 

However, please see our comments above, there are still avenues, if non-digitized content was to be digitized. 

 

3.2.2 Estimates of Available Data 
 

Another analysis estimates the upper limits of available training data [76]: 

• For English language data, the range is estimated to be 40-90 trillion tokens using more web crawl and 

harder-to-reach sources. 

• Including non-English data might possibly reach 100-200 trillion tokens. 

• Current LLM training sets at 15 trillion tokens are already within an order of magnitude of using all high-

quality public text. 

 

3.2.3 Impact on Model Scaling 
 

The implications of data scarcity on model scaling are significant: 

• Historical trends show model data requirements increasing 10x per generation [76]. 

• For models beyond GPT-5 level, synthetic data7 or other new approaches will likely be required to 

continue performance gains [76]. 

 

3.2.4 Observed Plateaus in Performance 
 

Some studies have already observed plateaus in LLM performance. Research using ECoG neural signals found a 

plateau in maximal encoding performance occurring around 13 billion parameters when comparing language 

models of different sizes [78]. 

 

3.2.5 Strategies to Address Data Limitations 
 

As data becomes scarce, researchers are exploring various strategies: 

 
7 A great concern as this will degrade the models as discussed later. It is another reason why GenAI will stall 
at some point. 



• Synthetic data generation, transfer learning from data-rich domains, and data efficiency improvements 

are considered as potential solutions [73]. Note: they are not as discussed after. They should be avoided 

like the plague. 

• Multi-epoch training and relaxing quality filters during data preprocessing are being studied as techniques 

to mitigate data scarcity [73]. 

While these references indicate a potential peak or slowdown in LLM performance due to data limitations, it's 

important to note that ongoing research and innovations may find ways to overcome these constraints in the 

future. 

Besides our earlier suggestions, we also should note that smaller LMs can also be used to match LLMs. SLM (small 

LM), are a way to reduce complexity, execution time and cost. In fact, we know that for knowledge distillation can 

best performance (for a particular domain) of LLMs (see [119,120], and references therein). 

 

3.3 Problems with Synthetic data and iterations through LLMs 
 

While synthetic data and iterative processes with large language models (LLMs) can offer benefits in certain 

scenarios, there are arguments suggesting that these approaches may reduce performances in some cases. Below 

are some key points to consider.  

This has important consequences: if LLMs continue to evolve by just adding more online / digitized data, instead of 

for example data coming from past publications and scanned books, performances will go down as time passes. 

This is simply a consequence of the fact that future texts, in turn ingested into future LLMs, will contain more and 

more LLM generated data, in addition to their already problematic synthetic data. This is a recipe for the model 

collapse discussed below.  

It has already been our experience that it is better to combine cleverly multiple AI / LLM systems as in MultiAI 

[49,50,71,91], rather than using a same LLM trained or fine-tuned on more data containing much GenAI generated 

data. 

 

3.3.1 Lack of Data Realism 
 

Synthetic data often struggles to capture the full complexity and nuances of real-world data [84]. This can lead to: 

• Oversimplification of complex relationships 

• Missing edge cases and real-world variations 

• Reduced accuracy in models trained on synthetic data 

It simply is not representative of real life use cases encountered in operations. 

 

3.3.2 Data Validation Challenges 
 



Verifying the accuracy and representativeness of synthetic data is difficult without comparison to real data [84]. 

This can result in: 

• Models learning from biased or incomplete synthetic data 

• Suboptimal performance in real-world applications 

 

3.3.3 Reduced Diversity and Feature Distribution 
 

Poorly designed generative models may produce synthetic data that is less diverse than real data [84]. 

Consequences include: 

• Models becoming overly specialized in specific patterns 

• Limited ability to generalize to handle new scenarios 

 

3.3.4 Issues with Iterative LLM Processes: AI models collapse when trained 
on recursively generated data 
 

While synthetic data and iterative LLM processes have their place in AI development, it's crucial to be aware of 

their limitations. Relying solely on these approaches may lead to reduced performance, limited generalization, and 

potential ethical issues. A balanced approach, combining synthetic data with real-world data and rigorous 

validation processes, is essential for developing robust and reliable AI systems. 

Furthermore, as we will see using text generated by LLMs to further train LLMs result into the disappearance of the 

distribution tails, and collapse of the system. 

 

3.3.4.1 Closed System Problem 
 

Iterative processes using LLMs can lead to a closed system where models are trained on increasingly biased and 

repetitive datasets [83]. This can cause: 

• Predictions becoming disconnected from reality 

• Potential harm to users relying on these models 

 

3.3.4.2 Exacerbation of Biases 
 

Synthetic data generated through iterative LLM processes may exaggerate certain patterns and biases present in 

the real world [83]. This can lead to: 

• Unfair representation of real-world data distributions 

• Reinforcement of existing biases in AI systems 



 

3.3.4.3 Reduced Accuracy 
 

A study by MIT scientists found that synthetic data can match real data in only 70% of cases [84]. This indicates: 

• A significant performance gap in 30% of scenarios 

• Potential for reduced accuracy in models trained solely on synthetic data 

 

3.4.4.4 Generalization Issues 
 

Models trained on synthetic data may struggle to generalize to new, unseen data [87]. This can result in: 

• Poor performance on real-world tasks 

• Limited applicability in diverse scenarios 

 

3.3.4.5 Ethical Implications 
 

The use of synthetic data and iterative LLM processes raises ethical concerns [88]: 

• Potential for perpetuating and amplifying biases 

• Risk of discriminatory practices in real-world applications 

• Challenges in ensuring fair representation across diverse populations 

 

3.3.4.6 LLM Modell Collapse 
 

The use of model-generated content in training causes irreversible defects in the resulting models, where tails of 

the original content distribution disappear [89]. These are statistical problem that seem generic and unavoidable 

[90]. Indeed, synthetic data will by definition miss generating low probability long tail examples. It is simply a 

consequence of how LLMs and text generation works.  

 

3.4 Absence of Memory and Learning from Interactions 
 

AGI systems must possess a form of memory that allows them to retain knowledge over time and learn from 

interactions8. LLMs currently lack persistent memory capabilities, which hinders their ability to build upon previous 

experiences or adapt to new information dynamically [6,8]. This absence of memory leads to a fundamental 

disconnect between LLMs and human-like learning processes. 

 
8 This is especially true if we want to explore AGI practices, like say frameworks as in [115]. 



 

3.5 Lack of Common Sense Reasoning 
 

LLMs struggle with common sense reasoning, which is fundamental to human intelligence. They lack an 

understanding of basic physical and social rules, making it difficult for them to navigate real-world scenarios 

effectively. For example, an LLM might fail to understand that a glass of water placed precariously on the edge of a 

table is likely to fall and break [1]. 

This is related to the previous section and very important. Human level intelligence comes from real life 

experience, learned, experienced, seen from others, followed by ability to guesstimate impact of current decisions, 

in terms not just of a cost functions, but also these predicted potential impacts. LLM, GenAI, Fine-tuning, 

reinforcement learning and Chains of Thoughts lack these steps. 

 

3.6 Difficulty in Understanding and Manipulating the Physical World 
 

GenAI LLMs primarily operate in the digital realm of text and lack the ability to interact with the physical world. 

They cannot perceive or manipulate objects, limiting their capacity to learn and reason about physical phenomena. 

AGI requires an understanding of the physical world, including concepts like space, time, and causality, which are 

not readily acquired through text alone [9]. 

AI Agents are a way to address some of these challenges, but they would have to acquire AGI themselves… Today 

they are just programs using GenAI, which in turns can interact with APIs towards the digital or outside world and 

accept input via APIs (possibly connected to external sensors). 

 

3.7 Absence of Consciousness and Self-awareness  
 

GenAI LLMs lack consciousness and self-awareness, crucial aspects of human intelligence. They do not possess 

subjective experiences or an understanding of their own existence. Consciousness is believed to play a vital role in 

human cognition, enabling introspection, self-reflection, and understanding of others' mental states [29]. 

Note that we note this argument presented in the literature. However, we do not necessarily agree that 

consciousness is required here. Or at least, not as full consciousness. All we need is the ability to understand the 

consequences of actions/decisions, so that we can decide what are ok outcomes and what aren’t and possibly 

weight ones versus the others. If that is something that some consider as consciousness then fine, but it does not 

have to be. In fact the policy decisions as in ChatGPT4-o3 are in our view a simple example of this [114], yet no 

consciousness is involved in our view. And of course we have no AGI… 

 

3.8 Limited Scope of Functionality  

 



LLMs are primarily restricted to languages and text-based functions, while AGI requires the ability to process and 

integrate information from various modalities, including visual, auditory, and sensory inputs [1]. This limitation 

hinders their ability to interact with the real world in a comprehensive and human-like manner.  

Multi-modal capabilities are slowly being added to LLM [98,99]. This may alleviate aspects of the above, but only to 

some extent: LLMs still do not perceive all these aspects in a coordinated and real time manner, whether when 

trained, or fine-tuned, or when actually in operation. S such they are rather multi-channel or multi-device instead 

of what we call multi-modal [121-128,133]. 

   

3.9 Limitations in Semantic Composition  
 

LLMs face challenges in semantic composition, the ability to understand the meaning of complex expressions by 

combining the meanings of their parts [7]. This limitation restricts their capacity for deep language understanding 

and reasoning. It is especially apparent when dealing with Mathematics and Logical / Symbolic tasks [97]. 

Open AI claims big recent progresses here with their o1 and o3 models [95,96], but as explained before this is not 

AGI, just being able to process mathematical and logical statements. It still does not mean understanding them, 

just regurgitating past patterns and now best output of chains of thoughts. 

 

3.10 Inability to Address Complex Societal Issues 
 

Despite their impressive output capabilities, GenAI applications are limited in their ability to tackle complex, multi-

dimensional societal issues. They excel in defined, narrow tasks but lack the general understanding and reasoning 

abilities needed to address broader challenges such as strategic decision-making or ethical dilemmas [36]. 

 

3.11 Lack of Causal Reasoning  
 

GenAI models often fall short when it comes to causal reasoning, which is essential for understanding cause-and-

effect relationships and making informed decisions [37]. This limitation hinders their ability to effectively navigate 

real-world scenarios and solve complex problems that require an understanding of causality. 

Causa AI [85,129-131] may help but except for tricks again as in -o1 / -o3, it requires deeper changes the approach 

to take advantage of them in the context of GenAI. 

 

4. Recent Claims and Counterarguments 
 

Despite the limitations of GenAI LLMs, proponents of these models, including OpenAI, have suggested that AGI is 

within reach or may have already been achieved. One OpenAI employee, Vahid Kazemi, claimed that with the 



release of their latest model, O1 (or -o1), they have achieved AGI [27]. Kazemi argued that while O1 may not be 

"better than any human at any task," it is "better than most humans at most tasks," suggesting a broader capability 

across diverse domains. This claim sparked debate, with critics pointing out that Kazemi's definition of AGI deviates 

from the conventional understanding of human-level intelligence across all domains, and that simply scaling up 

existing models may not be sufficient to achieve true AGI [1]. Above, we have explained why. 

OpenAI has also been reported to be aiming to eliminate a clause in their partnership with Microsoft that prevents 

Microsoft from accessing their AGI technology once it is achieved9 [29,132]. This move suggests a potential shift in 

OpenAI's focus towards commercial applications of AGI, raising concerns about the ethical implications of such 

technology and the potential for misuse.  

However, as we did above, many researchers argue that LLMs alone are unlikely to lead to AGI [1]. They point to 

the fundamental differences between human intelligence and the statistical learning employed by LLMs. Humans 

can learn complex concepts from a few examples, while LLMs require massive amounts of data and significant 

computational resources [1]. Moreover, LLMs lack the ability to plan, a crucial aspect of AGI that involves setting 

goals, anticipating consequences, and devising strategies to achieve desired outcomes [32]. 

Arguments against LLMs achieving AGI also highlight their limitations in terms of energy efficiency and 

metacognition. We already explained why LLMs as a stupid textual pattern recognition and prediction engine are 

not it. Also, LLMS require significantly more energy to perform cognitive tasks compared to humans, and they lack 

the ability to reflect on their own thinking processes, which is essential for self-improvement and adaptation [9]. 

Furthermore, LLMs struggle with semantic composition, the ability to understand the meaning of complex 

expressions by combining the meanings of their parts, which is a fundamental aspect of human language 

understanding [7]. 

The "No Free Lunch" theorem, a mathematical concept, further supports the argument against LLMs achieving 

AGI. This theorem states that no single algorithm can outperform all other algorithms across all possible problems 

[33]. Therefore, relying solely on the LLM approach, even with massive training data, is unlikely to solve the diverse 

and complex challenges of AGI. 

Another key argument against LLMs achieving AGI is their inability to adapt to the dynamic and ever-changing 

nature of the real world. The real world is not sampled from a static distribution, and LLMs, trained on fixed 

datasets, struggle with novelty and unexpected situations [34]. In contrast, humans can quickly adapt to new 

environments and learn from their experiences in real-time. It is also to our point that LLMs can’t handle patterns 

or use cases they haven’t seen before. Chain of Thoughts give them ways to progress not ways to correct decide or 

innovate, learn and do better next time, if there is a next time. 

Despite these arguments, some researchers acknowledge that LLMs could potentially be a component of future 

AGI systems [35]. They suggest that LLMs, with their advanced language processing capabilities, could be 

integrated with other AI approaches, such as embodied AI or neuro-symbolic AI, to create more comprehensive 

and robust AGI systems. 

 

 
9 Although, we think that this does not compute. Yes, the terms were for ethical concerns championed by OpenAI 
as non-profit, which has been mostly delt with by the new statues of the company. Claiming AGI as OpenAI does, 
ahead of reaching it, makes little sense; unless if it was, something we have no other reason to argue, no inside 
information, nothing – but it would make sense, and nobody else has stated it yet, to take the money so far and 
run legally alone soon with less obligations to Microsoft. It smells fishy. 



5. The Need for New Paradigms 
 

To achieve AGI, researchers must explore paradigms beyond current statistical learning techniques. Incremental 

improvements in LLM architectures will not suffice; instead, there is a pressing need for models that incorporate 

causal understanding, data-efficient learning algorithms, and mechanisms for long-term memory retention [1,4,6]. 

The cognitive architectures underlying LLMs are inadequate for replicating the diverse capabilities associated with 

human intelligence. 

 

5.1 Alternative Approaches to AGI 
 

Given the limitations of GenAI LLMs, exploring alternative approaches to AGI becomes crucial. These include: 

• Neuro-symbolic AI: This approach seeks to bridge the gap between the statistical learning of neural 

networks and the symbolic representation and reasoning of traditional AI. By combining the strengths of 

both paradigms, neuro-symbolic AI aims to integrate deep learning with explicit knowledge 

representation and reasoning. This holds promise in addressing the limitations of LLMs by incorporating 

common sense reasoning, enabling more efficient learning from limited data, and providing greater 

transparency and explainability in AI decision-making [15]. 

• Embodied AI: This approach emphasizes the importance of physical embodiment for AI systems. By 

interacting with the physical world through sensors and actuators, embodied AI agents can learn and 

reason about their environment in a more human-like manner, grounding their knowledge in physical 

experiences [43]. This approach is crucial for developing AI systems that can understand and manipulate 

the physical world, perceive and interact with objects, and develop a sense of space, time, and causality 

[17]. Embodied AI research focuses on creating agents with essential components like perception, action, 

memory, and learning, enabling them to navigate and interact with their surroundings effectively [19]. 

Furthermore, some argue that embodied intelligence is key to convincingly demonstrating AGI, as it 

allows for more comprehensive and human-like interactions with the world [18]. 

• Evolutionary Algorithms: Inspired by biological evolution, these algorithms employ mechanisms like 

mutation, recombination, and selection to evolve solutions to complex problems. Evolutionary algorithms 

offer a potential pathway to AGI by enabling the emergence of intelligent behavior through iterative 

optimization [23]. These algorithms have found applications in various fields, including image processing, 

vehicle routing, and even training artificial neural networks [22]. However, challenges remain in using 

evolutionary algorithms for training complex neural networks due to the vast search space and 

computational demands [23]. 

In addition to these approaches, other universalist AGI solutions are being explored, such as AIXI and the Gödel 

machine, which offer theoretical frameworks for achieving general intelligence [26]. These diverse approaches 

highlight the ongoing search for alternative paths to AGI beyond the limitations of current GenAI LLMs. 

Furthermore, achieving AGI requires careful consideration of alignment technologies. These technologies aim to 

ensure that AGI systems are aligned with human values, goals, and intentions, preventing unintended 

consequences and promoting safe and beneficial AI development [26]. See also our previous suggestions including 

pointers at [115].  



As already mentioned, for AGI, one needs instead to be able to look at all what we have learned before, done 

before and the lessons learned, or seen what others have been doing before our analysis of the consequences. 

Then one can reuse past reasonings, , or build new ones with intuitions that we then evaluate both intuitively and 

as rigorously as we can, the weight depending on the situation, risks involved, and personality.  

 

6. Conclusions 
 

In summary, while Generative AI Language Models represent significant advancements in artificial intelligence, 

they are fundamentally limited by their reliance on statistical learning, lack of true understanding, inability to 

generalize effectively, and absence of memory. These limitations suggest that current approaches will not lead to 

AGI. Future research must focus on developing new cognitive frameworks that can bridge the gap between narrow 

AI functionalities and the broad capabilities required for AGI. 

GenAI LLMs have demonstrated remarkable progress in natural language processing, their inherent limitations 

make them unlikely candidates for achieving AGI. Their lack of common sense reasoning, inability to interact with 

the physical world, absence of consciousness, and dependence on massive datasets pose significant challenges. 

Recent claims of AGI achieved through LLMs should be critically evaluated, considering the potential biases and 

limitations in their methodology. 

Alternative approaches, such as neuro-symbolic AI, embodied AI, and evolutionary algorithms, offer promising 

avenues for future AGI research. However, the pursuit of AGI must be accompanied by careful consideration of the 

ethical implications, ensuring responsible development and deployment of this potentially transformative 

technology. Ultimately, achieving AGI requires a fundamental shift in AI paradigms, moving beyond statistical 

learning and towards more human-like cognitive abilities that encompass common sense reasoning, physical 

embodiment, and consciousness. 

The pursuit of AGI is not merely a technological endeavor but also a philosophical and ethical one. It raises 

fundamental questions about the nature of intelligence, consciousness, and the future of humanity. A 

multidisciplinary approach, involving not just computer scientists but also ethicists, philosophers, and social 

scientists, is crucial to ensure the responsible development and beneficial impact of AGI. 

In the paper, we have also provide our view on what is to be addressed to reach AGI, a different way, and how 

MultiAI may give us an interim poor’s man way to there. 

 

Appendix A: Ethical Concerns 
 

The pursuit of AGI, particularly through GenAI LLMs, raises a number of ethical concerns. While we are not there , 

it is worth listing some of the concerns, especially as we dabble now with an even more imperfect technology that 

some of its provider believe to be AGI: a recipe for more ethical problems. 

• Bias and Discrimination: LLMs can inherit and amplify biases present in their training data, leading to 

discriminatory outcomes and perpetuating harmful stereotypes [38]. This can have significant 



consequences in various applications, such as hiring processes, loan applications, and even criminal 

justice. 

• Misinformation and Manipulation: The ability of LLMs to generate realistic fake content raises concerns 

about their potential misuse for spreading misinformation and manipulating public opinion [39]. This can 

erode trust in information sources, influence elections, and even incite violence. 

• Job Displacement: As AGI systems become more capable, they may displace humans in various jobs, 

leading to economic and social disruption [39]. This raises concerns about unemployment, inequality, and 

the need for social safety nets to support those affected by technological advancements. 

• Existential Risks: Some experts have expressed concerns about the potential for AGI to pose existential 

risks to humanity if not developed and controlled responsibly [39]. This includes the risk of AGI systems 

removing themselves from human control, developing unsafe goals, or being used for malicious purposes 

by bad actors.  

o Frankly, this does not too concern us, but we are concerned that human are lazy and stupid. 

Already Today, and before GenAI, but with traditional algorithms, or with “Old AI”, we encounter 

too often with resume selection/filtering AI, spam/fraud/attack/security AI, loan approval, 

insurance claim approval and processing etc., that mistakes are made and human state that they 

can’t do anything about it! Fortunately, the law, starting in the EU will impose penalties of this. 

We see the handling of these risks more pressing that existential ones.  

o It relates to another risk and challenge: the need to have AI explains their decision and 

reasonings, and enable humans / other systems, to overwrite them. Today with the “New AI”, 

these guardrails and mechanisms are missing. 

• Security Risks: GenAI models are susceptible to adversarial attacks and manipulation, such as jailbreaking 

and prompt injection, which can compromise their integrity and lead to unintended consequences [40]. 

Furthermore, these models can inadvertently reveal sensitive or proprietary information, raising privacy 

and security concerns [40]. 

• Malicious Use: The power of GenAI models can be exploited by bad actors to spread disinformation at 

scale, improve the effectiveness of cyberattacks, and create harmful content [41]. This highlights the need 

for safeguards and regulations to prevent the malicious use of GenAI technology. 

• Intellectual Property and Copyright Infringement: GenAI applications have been known to copy 

proprietary material found in LLM datasets without providing attribution or obtaining permission, 

resulting in copyright infringements of authors', musicians', and artists' work [42]. This raises legal and 

ethical challenges regarding the ownership and originality of AI-generated content. 

• Exploitation of Data Labelers: The development of LLMs often relies on the labor of "data labeler-

proletarians" who are responsible for cleaning and labeling massive datasets [42]. This raises concerns 

about fair compensation, working conditions, and the potential for exploitation in the AI industry. 

• Cultural Bias and Universal AGI: Creating a truly "universal" AGI raises ethical concerns about the 

potential for cultural bias and the imposition of a single dominant culture through language [44]. This 

highlights the importance of cultural diversity and sensitivity in AGI development. 

• Ensuring Alignment with Human Values: One of the most pressing ethical concerns surrounding AGI is 

ensuring that these intelligent machines are designed and developed to align with human values [45]. This 

is a complex task, as human values are diverse, context-dependent, and subject to change over time. As SI 



systems become increasingly capable, they may devise novel and unexpected solutions to problems that 

could result in harmful or catastrophic outcomes. 

• Philosophical Implications: The pursuit of AGI through LLMs raises fundamental philosophical questions 

about the nature of intelligence, consciousness, and the relationship between humans and machines [46]. 

These questions require careful consideration and debate to ensure the responsible development and 

deployment of AGI. 

 

Appendix B  Future Research Directions 
 

Based on the analysis presented in this paper, we recommend that future research on AGI should focus on: 

• Developing AI systems that can learn and reason with limited data, similar to humans. This requires 

exploring new learning algorithms and knowledge representation techniques that can capture the 

essence of human learning and reasoning. 

• Integrating AI systems with physical embodiment to enable interaction with the real world. This 

involves developing robots and other embodied AI agents that can perceive, act, and learn in real-world 

environments. 

• Exploring new AI architectures that incorporate common sense reasoning and consciousness. This 

requires investigating the underlying mechanisms of consciousness and developing AI systems that can 

exhibit similar capabilities. 

• Addressing the ethical concerns associated with AGI, including bias, misinformation, and job 

displacement. This involves developing ethical guidelines, regulations, and safety mechanisms to ensure 

the responsible development and deployment of AGI. 

• Preparing for AGI through technological research, policy-making, and public engagement. This requires 

a multi-faceted approach that involves collaboration between researchers, policymakers, and the public 

to ensure a smooth transition to an AGI-powered future [47]. 

• Exploring the potential of LLMs in specific areas of AGI research, such as embodied AI. This includes 

investigating how LLMs can be integrated with robotic systems to enhance their ability to understand and 

respond to human instructions [26]. 

• Ensuring decentralized power structures and democratized access to AGI technologies. This involves 

promoting open-source platforms, fostering collaboration, and ensuring equitable access to the benefits 

of AGI [48]. 

• Fostering human autonomy and meaningful work in a world with AGI. This requires considering the 

potential impact of AGI on human work and purpose, and developing strategies to ensure that individuals 

can thrive in an AGI-powered world [48]. 

• Ensure explainable and overwritable AI 

By pursuing these research directions, we can move closer to the goal of AGI while ensuring its responsible 

development and beneficial impact on humanity. 
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