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Abstract

In the present paper, new multifractal analysis of vector valued Ahlfors type mea-
sures is developed. Mutual multifractal generalizations f fractal measures such as
Hausdorff and packing have been introduced with associated dimensions. Essential
properties of these measures have been shown using convexity arguments.
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1 Introduction

In the present work we are concerned with the whole topic of multifractal
analysis of measures and the validity of multifractal formalisms. We aim to
consider some cases of simultaneous behaviors of measures instead of a single
measure as in the classic or original multifractal analysis of measures. We call
such a study mixed multifractal analysis. Such a mixed analysis has been gen-
erating a great attention recently and thus proved to be powerful in describing
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the local behavior of measures especially fractal ones. (See [3], [1], [21], [22],

[24], [25], [26], [35], [38], [39), [40], [43], [44], [45], [46]).

In this paper, multi purposes will be done. Firstly we review the classical
multifractal analysis of measures and recall all basics about fractal measures
as well as fractal dimensions. We review Hausdorff measures, Packing mea-
sures, Hausdorff dimensions, Packing dimensions as well as Renyi dimensions
and we recall the eventual relations linking these notions. A second aim is to
develop a type of multifractal analysis, multifractal spectra, multifractal for-
malism which permit to study simultaneously a higher number of measures.
As it is noticed from the literature on multifractal analysis of measures, this
latter always considered a single measure and studies its scaling behavior as
well as the multifractal formalism associated. Recently, many works have been
focused on the study of simultaneous behaviors of finitely many measures. In
[21], a mixed multifractal analysis is developed dealing with a generalization
of Rényi dimensions for finitely many self similar measures. This was one of
the motivations leading to our present paper. Secondly, we intend to combine
the generalized Hausdorff and packing measures and dimensions recalled after
with Olsen’s results in [26] to define and develop a more general multifractal
analysis for finitely many measures by studying their simultaneous regularity,
spectrum and to define a mixed multifractal formalism which may describe
better the geometry of the singularities’s sets of these measures. We apply
the techniques of L. Olsen especially in [21] and [20] with the necessary mod-
ifications to give a detailed study of computing general mixed multifractal
dimensions of simultaneously many finite number of measures one of them
at least is characterized by a quasi-Ahlfors property and try to project our
results for the case of a single measure to show the generecity of our’s.

The assumption of being Ahlfors for one of the measures is essential contrar-
ily to some existing works that have forgotten such assumption and developed
some questionable version of multifractal densities, eventhough published ([!]
and [7]). Indeed, in such references the authors referred to similar techniques
as in [0] to show the existence of a real valued dimension without assuming.
However, the authors did not pay attention to the fact that general prob-
ability measures (eventhough being doubling) may not lead to multifractal
dimensions. Indeed, it is already mentioned in [6] (but nowhere in [!] and [7])
that

e for a Borel probability measure, the infimum for the py-Hausdorff measure
(and thus the supremum for p-packing measures) extends over p-p-coverings
(packings). A p-p-covering being a covering by cylinders C' with u(C) < p.

e The measure p is nonatomic, since otherwise there may be no pu-p-covering
at all.

It is therefore questionable for both [I] and [7] the existence of multifractal



dimensions in a general framework not taking into account some control of
the measure of balls by means of their diameters. Comparing with the first
multifractal generalisations due to Olsen ([21]), the cases developed in [1] and
[7] are different, as in [21], the measure v is replaced by an equivalent of
Lebesgue’s measure, the diameter of the ball. To overcome this problem, we
proposed in the present work to assume some weak hypothesis on the measures
applied. It consists of a weak form of the so-called Alhfors measures. For more
details on such measures, we may refer to citeEdgar, [13], [30].

Definition 1.1 A borel probability measure v on R is said to be quasi-Ahlfors
with index (regularity) o > 0 if there

n(U)

lim sup ——— < +o00.
wj—o [U]*

We denote QAHP(R™) the set of quasi-Ahlfors probability measures on R
A borel probability measure v on R? is said to be Ahlfors with index (regularity)
a > 0 if there

u(U)

U)o
0 < liminf < limsup ——= < +o0.
U0 U = oo (U]

We denote AHP(R™) the set of quasi-Ahlfors probability measures on RZ.

Using this assumption, the multifractal generalizations of Hausdorff and pack-
ing measures introduced in [1] and [7] induce in a usual way multifractal gener-
alizations of Hausdorff and packing dimensions introduced in [6], [7], [], [19],
[21]. Otherwise, the task remains questionable and thus the set of coverings
applied there may be empty!!! For backgrounds and details on multifractal
dimensions, readers may refer to [21], [22], [35], [38], [39], [40], [41], [41], [43],

[44], [45], [46]).

Resuming, mixed multifractal analysis is a natural extension of multifractal
analysis of single objects such as measures, fuctions, statistical data, distribu-
tions... It is developed quite recently (since 2014) in the pure mathematical
point of view. In physics and statistics, it was appearing on different forms
but not really and strongly linked to the mathematical theory. See for exam-
ple [13], [16]. In many applications such as clustering topics, each attribute
in a data sample may be described by more than one type of measure. This
leads researchers to apply measures well adopted for mixed-type data. See for
example [13].

The next section is devoted to some preliminaries. Section 3 is devoted to the
main results. In section 4, proofs of main results are developed.



2 Preliminaries and results

Denote P(R?) the family of probability measures on R?. For a single or vector
valued measure p denote S, its topological support.

Let k € N fixed and consider a vector valued measure u = (pu1, fto, ..., fig) €
P(RYE. For ¢ = (q1, G2, ..., qx) € R¥, 2 € R? and r > 0, denote

[u(B(x, )] = [pa (B, r)]" x oo x (B, 7)™

where B(x,7) is the ball of center z and radius r. Next, given £ C R? and
e > 0, we call an e-covering of E any countable set (U;); of non-empty subsets
U; C RY satisfying

E C LZJU,- and |U;] < e, (1)

where |.| is the diameter.

The last assumption is already assumed in [6], [3], [1], [19], [21], [22], [23], [21],
[25], [27] but unfortunately not in [1] and [7]. When assuming that the measure
is quasi-Ahlfors, this assumption is not necessary and may be replaced by the
original one in [6] on u — e-coverings.

We now proceed in introducing the multifractal generalisations of Hausdorff
and packing measures and the associated dimensions. We will see after that
bening quasi-Ahlfors is necessary for at least one measure.

For (p,v) = (1, ft2, s i, v) € P(RYEXx QAHP(RY), (q,t) = (q1, G2, -, Qs 1) €
R E C R and € > 0, let

(B lnf{Zu (s, 7))) (V(B(zi,7:)))'}

and
H" (E) = lim HY (E),

v HsVsE

where the infimum above is taken over the set of all centred e-coverings of E.
Similarly, let

fZ:tus = SUP{ZN (i, 7)) (V(B(wi,7)))"}

and

PLU(E) = limPL, (E),

elo | HVE

where the supremum above is taken over the set of all centred e-packings of
E.



Definition 2.1 The mized generalized Hausdorff measure relatively to (u,v)
15 defined by
HL(E) = sup Hy (F).

FCE
The mized generalized packing measure relatively to (u,v) is defined by

)t o Dt
PinB) = Jnf. > P,

It is straightforward that %! and P, are outer metric and regular measures
on R?. Borel sets are thus measurable relatively to them. Furthermore, we
may prove using the well known Besicovitch covering theorem that

t t 't k+1 d
Hi (B) < EP, < P, (E), V(g,t) e R™, VE C R (2)
¢ is the number related to the Besicovitch covering theorem.

We now introduce the associated mixed generalisations of Hausdorff ad pack-
ing dimensions to 7-[‘”” and Pqt We will notice the necessity of the quasi-
Ahlfors assumption. We have the following result.

Proposition 2.1 Let (u,v) € P(RY)* x QAHP(RY) and E C R%. Vq € R*,
the set I'y = {t ; HEL(E) < —I—oo} is nonempty.

Proof. Let a, M € R, be such that

lim v(U)

< M.
|U|—>O|U|O‘

There exists § > 0 such that V r, 0 < r < 4,
v(U) < M|U|*; YU; [U| < r.

Let next (B(x;,7;)); be an e-covering of E and consider the ¢-families defined
by the Besicovitch covering theorem. We get

ZM(B(xiv ri)) v (B(xi, 1)) t< ZZN :L’Z],T’Z] ) (B(zij, rij))t'

% =1 7

Whenever ¢ > 0, the right hand term is bounded by

ZZV (@ij 735))

=1 j

For t = 1, this becomes
3

> v(B(xi,rij).

i=1



As the (B(z;j,1i;)); are disjoint, the last quantity will be bounded by

Z v (LEJB(a:ij,'rij)) < ¢v(RY = ¢

i=1
Consequently

Hzly(E) < +00.
Assume now that there exist i, 1 <+¢ < k such that ¢; < 0. For ¢t > 0, we get

v(B(ws, 1))t < Mt Vi
Consequently
> n(B(wi, i) 'w(B(xi, i)' < 27"M"Y_p(B(as, )" (2r)™
Let next t > + {max (1, dimg(E))}. We obtain
HEL(E) < 27°M'HISH(E) < +oo.

As a consequence of Proposition 2.1, we get the following result, which is a
first step to introduce the associated mixed multifractal dimensions.

Proposition 2.2 i) H1! (E) < +oo = HL5(E) =0, Y s > t.
i) HE'(E) > 0 = HL5(E) = +oo, V s < t.

Proof.
i) Let (B(x;,7;)); a e-covering of E. It follows from Definition 1.1 that

S (Bl ) By )" = S B, ) (Bl 1) v (Bl )

SMS 165 (B, i) (B2, 1))

Consequently B
Z,l/,(S(E) < M° t58 tH,LLl/é( )
Hence
HI(E) = 0.
ii) Using the same arguments, we get
Ho5(B) > M6~

w8

(E) (ass—t<0).

w,V,0

Consequently,

HI(E) = +00.
We are now able to introduce the generalised mixed multifractal Hausdorff
and packing dimensions.



Proposition 2.3 1. There exists a unique number dim? (E) € [~00,+00]
such that

oo if t < dimf ,(E),

0 if t > dim?,,(E).
2. There exists a unique number Af, (E) € [—o0,+0od] such that

oo if t < AZ,V(E)v

0ift > A1 (E).
8. There exists a unique number Dim{, (E) € [—00,+0o0] such that

oo if t < Dim{, ,(E),
0 if t > Dim¢,(E).

PlL(E) =

wsv

PL(E) =

The proof follows immediately from Propositions 2.1 and 2.2 by setting
dim{, ,(F) = inf{t € R; ’HZtV(E) =0},

: . Bt _
Al (E) = inf{t e R; P (E)= 0}
and

Dim{ (E) = inf{t e R; Pl (F) = 0},

Definition 2.2 The quantities dim{, ,(E), Dim{ ,(E) and AY, (E) are called
mixed multifractal generalizations of the Hausdorff dimension, the packing di-
mension and the logarithmic index of E respectively.

Remark that for k£ = 1, we come back to the classical definitions of the Haus-
dorff and packing measures and dimensions in their original form ( by taking
g = 0) and their generalized multifractal variants for ¢ being arbitrary. The
mixed case studied here may be also applied for a single measure and thus
the results and characterizations outpointed in the present work remains valid
for a single measure. Indeed, denote @Q; = (0,0, ..., g;, 0, ..., 0) the vector with
zerp coordinates except the ith one which equals ¢;, we obtain the multifractal
generalizations of the Hausdorff measure and dimension relatively to u and
v, the packing v-dimension and the logarthmic v-index of the set E for the
single measure ;,

S0y Qi — i i i @i — i i Qi — i
dzmu’y(E) = dzmzi’y(E), Dzm,W(E) = Dzm/q%y(E), AW,(E) = AZW,(E).
Similarly, for the null vector of RY, we obtain
.0 T .0 o . 0 .
dim,, ,(E) = dim,(E), Dim, ,(E) = Dim,(E), A, (E) =A,(E).

In the rest of the paper, we adopt the following notations. For E C R



q=(q1,q2,....q,) ERF t €R, p € P(RY) and v € QAHP(R?), we denote
bu,l/(Ev Q) = dlmz,y(E)v BM,V(E7 q) = Dlmz,y(E)v A}M/(E) = Az,u(E)
When E = S(,,) we denote

bu,y(Q) = dimZ,I/(S(H,V)>’ Bu,u(q) = Dimz,u(s(u,l/))v AN,V(Q) = AZ,V(S(N,V))'

For x = (z1,,...,7;) and ¢ = (q1,q2, - - ., qx) in R¥ we denote
|| =21+ 20+ -+ 2 and 2?7 = 2T 2® .. 2.

Proposition 2.4 The following assertions hold.

a. b,,(.,q) and B, ,(.,q) and A, ,(.,q) are non decreasing with respect to the
inclusion proprety in R,

b. b,,(.,q) and B, ,(.,q) are o-stable.

Proof.

a. follows from the non decreasing property of HZ’fy,
to the inclusion in R

b. follows from the sub-additivity property of H%!, and PZ! in R?.

~a,t .
Pgr and P, with respect

Proposition 2.5 The following assertions are true.
a. The functions ¢ — B,,,(q) and g — A, ,(q) are convez.

b. Fori=1,2,....k and é\z = (q1, -y Gi-1, Gix1, ---, Qr) fiwed, the functions q; —
b (@), ¢ = Bu,(q) and ¢; — A, ,(q) are non increasing.

Proof. a. We start by proving that A, ,(E,.) is convex. Let p, qR¥, a €]0,1]
and s, t such that

s>N,,(E,p)and t > A, ,(E,q).

For e > 0 and (B; = B(x;,1;)); a centered e-packing of E, we have

S (u(B)) TP (B

< [Sweroey| [Susrew)y]
Hence, —_agt(-a)pat+(1-a)s gt s -
P (B) < (P (B)) (P (),

The limit on € | 0 gives

__agq+(1—a)p,at+(1—a)s

v

E) < (P, (E))* (P (E)' .

w,v w,v



Consequently,

__agt+(l—a)p,at+(l—a)s

(E)=0,Vs>A,,(E,p)and t > A,,(E, q).

I’L7V

It results that
A(ag+ (1 —a)p, B) <a A, (E,q)+(1—a)\,(E, D).
We now prove the convexity of B, ,(E,.). We set in this case
t=DB,,(E,q) and s = B, ,(E,p).

We have
”Pq’t+5(E) = Pq’5+€(E) =0.

8% - ' uy
Therefore, there exists (H;); and (K;); coverings of the set E for which

v

(2

Zﬁq’tﬁ(Hi) < C < +00 and Zfﬁ’jﬁ(l{i) < C < +o0.

C being a positive constant. Then, the sequence (En = U (H;N KZ))

1<i,j<n

neN
is a covering of E. So that,

7Dozq-&-(l—(x)p,cdﬁ+(1—a)s (En)

I’L7V

+(1—a)p,at+(l—a)s
< X P “(HiNK;)
=1 "
__ag+(l—a)p,at+(1—a)s

< Z Py (H; N Kj)
i,j=

< (5 P (O ) ( 2 P (0 )

< (nb)a(nC)l_a =nC < oo
Consequently,

By,(En,aqg+ (1 —a)p) <at+(1—a)s+e, Ve > 0.
Hence,
By (E,aq+ (1 —a)p) < aBy,(E,q) + (1 — a)B,,(E,p).
b. Fori=1,2,...n and §; = (@1, s Gi-1, Qit1, ---, q&) fixed and p; < ¢; denote
q = (G, s @1, Qis Qi1 s @) AN P = (Q1, ooy Gim15 Dy Qi1 oo Qi)

For any A C E and (B(z;,7;)): a centered e-covering of A we have

(u(B(i, 1)) ((B(xi,13)))" < (n(Blxi, 1)) (v(B(wi, 1)), Vit €R.



Hence,

F79t 7P
Hywe(A) <H,,(A), VACE
When ¢ | 0, we obtain
q,t 7Pt
H,(A)<H, (A), VACE
Therefore,
i (E) < Hy(E).
As a result,
HYL(E) =0, Vt > by, (E,p).
Consequently

buu(E,q) <t, Vt>b,,(E p).
Which means that
buw(E,q) < 0w (B, p)-
The proof of the monotonicity of B, ,(E,.) and A, ,(E,.) is similar.

Proposition 2.6 Let u = (uy, pto, ..., pix) € P(RN* and v € QAHP(R?). We
have

1. 0<b,,(q9) < B,.(q ) A, (q), whenever ¢; <1 foralli=1,2,.. k.

2. b,,(e;) = B#,l,(ez) = ,,(e ) =0 with e; = (0,0,0...,1,0,0...,0).

3. b,,(q) < B,.(q) <Au.(q) <0, whenever ¢; > 1 foralli=1,2,.. k.

Proof. Using (2) we get
bu(E,q) < Byo(E.q) < Myo(E,q), ¥q € RE.

We are going to prove now that b,,(e;) > 0 and A, ,(e;) < 0 with e; =
(0,0,...,0,1,0,...,0). Indeed if t < 0,0 < e < % and (B(z;,7;)); is a centered
e-covering of E, then

> (B, i)W (B(xg, i) > 1 = 7-[“,,5( )>1,Vt>0.
Therefore
t < by, (), ¥t < 0.
Consequently
bw,(ei) Z 0.
Consider now ¢ > 0, 0 < 0 < 1 and (B(x;,7;)); is a centered e-packing of E,
then
/LVE < Z/’Lel ‘fEl”rl t(B(xl7rl)) S 17

consequently B
Puz’VE(E) <1, Vt>0.
which implies

Au,u(ei) <t, vt > 0.

10



Finally
Au’y (61) S 0

Conclusion:
DIfg>1Vi=1,2,..,n, we have A% (q) < A,.(e;) <0, then

buw(Q) < B%V(q) < AZ,I/(q) < Au:lf<€i) <0.

2)If ¢y <1Vi=1,2,..,n, we have b, ,(q) > b,,(e;) > 0, then

0<buu(e;) <buu(q) < Buulq) <Auu(q).

we also have

Vg € R¥, b,,(q) < B,,(q) < AL, (a),
Then

0<b,.(e;) <Buy(e;) <Ay(e;) <O.
Which implies that

buw(ei) = Buy(e)) = Ayo(ei) = 0.

Next we need to introduce the following quantities which will be useful later.
Let pu = (p1, o, .-, ) be a vector valued measure composed of probability
measures on R%. For j =1,2,...,k, a>1and E C S, we denote

; : i (B(z,ar))
Tj = hm su sup ——————
(1) 10 p(xe;i pi(B(w,7))

)

and for x € S, T?(z) = T? ({z}). We define also Pp(R") the family of doubling
probability measures on R™ by

Pp(RY) = {u € P(RY); TV(u) < oo for some a, Vj}.
We denote also
QAHPp(RY) = QAHP(RY) N Pp(RY).
Obviously, these sets are independent of a.

Proposition 2.7 Let p = (uy, pig, ..., ) € P(RY* and v € QAHPp(RY),
ECRY p,geRF and a € [0,1]. Then we have

buv(E,ap+ (1 —a)q) <aB,,(E,p)+(1—a)b,.(E,q).

Proof.
Let t = B, ,(E,p) and s = b, (E, q). We will prove that

buv(E,ap+ (1 —a)g) <at+ (1 —a)s, Ve>0.

11



Let € > 0, m € N* and denote
(B

pi(B(z,7))

As F = %Em, we shall prove that

Hz?y+(1fa)q,at+(lfa)s+e(Em> < 00, vV m € N*.

So, let F' C E,, and consider a covering (F;); of F and 6 > 0. Let next ¢ > 0,
1 € N and choose 0 < ¢; such that

+e,t +e,t
ﬁz,;&i (Fl) < ﬁz,; (FZ) + ?

Since F; N F C FF C E then,
by (FiNF,q) <b,,(E,q) =s<s+e.

Consequently
by (FiNF,q) <s+e.
Which yields that .
H,, (F,NF)=0.
There exists consequently a centered (2 A L A §;)-covering (B(zj,7i;))jer, of
F; N F such that

ST€& 1
> nU(B(wij, 7iy) ) (B, 1)) < 5
JEI;
Let now J; C I; composed of disjoint balls such that

ngiB(SEij, 1) C ngiB(%? 57ij).

Since (B(z4j,574j)) ey, is a centered d-covering of F; N F and (B(xyj,745)) e
is a centered d;-packing of F}, we obtain

Hyss " F) <HP (Y U Blay, 5ry))
LAY (3)
= Z'E] [M(B(xij75rij))]a(p’q) [v(B(zi;, 5m‘j))]%(t’s)
VA

where a(p,q) = ap+ (1 — a)q and a.(t,s) = at + (1 — a)s + . Consequently,
whenever a(p, q) € (0, +00)%0 and a.(t,s) € (0, +00), we get

(p,q)

Bz, 5ri))) "0 < Pl B(ayy, iy)|”

and (ts)
(B, 5rig)))* Y < m<O p(Blay, )|

12



Consequently, using (3) we get

70‘( B ):O‘E(tvs) o ae(t,s ~p,t+e 1 o
Hu,ﬁf (F) < mle®al+as(, )(Z(PZ’” (F;) + ?)) . (4)
Which yields that
70‘( s )7a€(t75) « ag(t,s ~p,t+e a
,szfq (F) < mla@a)l+as(t )(Zpi’w (Fz) + 1) ) (5)

i

Hence,

Hor e (p) < le@altects)(Pre(F) 4 1)2 ¥ F C B,

JTR” =

Which in turn implies that

270(P,a),0c (t,5) lo(p,q) | +ac (£,5) (Dp,t+ @
H,., (Ep) < mlPd (PE(Em) + 1)

Consequently,

%Q(qu) sae(t,s)

o (En) < oo, Vm.

Therefore,
buv(Em, a(p,q)) < ac(t,s), Ve > 0, Vm.
Which yields finally that

b/,L,V(E7 ap + (1 - a)Q) S at + (1 - Oé)S = OéBu,l/<Eap) + (1 - a)bu,l/(Ea Q)

Corollary 2.1 Let = (py, 2, -, ptx) € P(RY* and v € QAHPp(R?), q €
R* and E C S, N S,. The following assertions hold.
1. Whenever q; < 0, Vk, we have

. q
vl ,(E) > dim,(E) <1 — |k’|> . (6)
2. Whenever 0 < ¢; < 1, Vk, we have
. : g\ _n
b (E) < dimy (E) {1 =57 ) < (k). (7)

3. Whenever q; > 1, Vk, we have

vl (E) >



Proof. 1. For ¢ = (qu,...,qx) € R* take in Proposition 2.7, p = e;, §; = ;e
and a = l_fq;. As ¢; <0, Vi, we get in one hand

bm,,(()) < aBW,(eZ-) + (1 + ﬁ
Recall now that B, ,(e;) = 0. Therefore,

(1 - Qi)bu,V(O) < bu,V(qu) < bw/(q>-

Which implies that
(1 —¢;)dim,(E) < beV(E).

The summution on ¢ = 1,2, ..., k gives

. lal
b, (E) > dim, (E)(1 - ?).
2. For ¢ = (qi, ..., q) € R* take in Proposition 2.7, p = e;, §; = g;e; and a = ¢
and follow similar techniques as in assertion 1.
3. For ¢ = (q1,...,qx) € R* take in Proposition 2.7, p = 0 and o = 8 and
follow as usual similar techniques as previously.

Corollary 2.2 Let p = (1, fi2, ..., jix) € P(RY* and v € QAHPpH(RY), q €
R* and E C S,NS,. The following assertions hold.
1. Whenever q; < 0, Vk, we have

Bt (E) > Dim,(E) (1 - @) . (9)

2. Whenever 0 < q; < 1, Vk, we have

B (E) < Dz’ml,(E)< - W’) <

v

(k= lal). (10)

3. Whenever ¢; > 1, Vk, we have

, .
Bﬂyl’(E> Z ﬂ D’lmy(E> 2

B
B—1

1
n, with f = max(1— —). (11)
v 4

The proof follows similar techniques as for Corollary 2.1.

Proposition 2.8 Let p = (u1, fio, ..., ) € P(RH* and v € AHPp(RY),
q € R¥ be compactly supported Radon measures on R® with S, C S,,. Suppose
further that the u;’s are absolutely continuous with respect to Lebesque measure
on S,,. Then for all Borel set E C S, such that p;(E) > 0, Vi and |q| € [0, 1],
we have

abu,y(Ea Q) Z (1 - |Q|)7
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with |q| = ¢1 + g2 + ... + qx and « is the Ahlfor’s reqularity index of v.

Proof. Let ¢ € [0,1]*. Since p; is absolutely continuous with respect to

Lebesgue measure on S, then forall 7, there exists a function g; > 0 such

that p; = gi)\|"s . Therefore, as p;(E) > 0, there exists a Borel set B; C E
H

such that \*(B;) > 0 and a constant ; > 0 satsifying
9i(x) > i, Vx € B;. (12)

Let next € > 0 and (B(x;,7;)); be a centred e-covering of E. For ¢t > 0, we
have

> (1B, r0))) (v(B(xs,13)))" = Co (1B, 72))) (N (B, 1)),

where C,, is a constant due to Ahlfor’s regularity of v. Denote next B = UB; C
E. It holds from (12) that

(u(Blwiyr)))? = 71 (N (Bl ) 1 B)

As a result,

lg|+at
Z(M(B($i>7’z’)))q(’/(3(fﬂiaTi)))t > Cu7q2</\n(3($i>7’i) N B)) :

For at < 1 — |q|, it byields that

> (w(B(xi, ) (v(B(xi, 1)) > Cy?A*(B) > 0.

Consequently, V¢ such that 0 < at < 1 — |q|, we get
it
HIL(E) > 0.

Which implies that
b (E,q) = t.

By letting t —

1—
|q|7 we obtain
o

1 — |q|
by, (B) > —IL.

Proposition 2.9 Let p > 1, (u,v) = (i, fa, ..., g, ) € P(RHF x AHP be
a vector valued measure composed of compactly supported Radon measures on
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RY with S, C S,. Suppose further that p; € LP(RY). Then for ¢; > 1, we have

aB,,(q) < max{k —ql, _‘(Jl(i_l)} :

Proof. Let for i = 1,2,...,k, g; € LP(R?) be such dy; = g;d\" on S,,. Of
course, the g;’s are compactly supported functions. Assume for instence that
g >p>1,Viand let t > %, 0 >0 and (B(x;,7;)); a centred J-packing
of S,. Let finally, g = maxg;. It holds as in the proof of Proposition 2.8 that

S (u(Blai, ) (Bl ) < G (B, )5 ( [ dv) .

i B(xi,ri)

As at > %, we get

> (u(B(i, 1)) (v (Blxi, 1)) < OHZ ( /gp d)\”) .

‘ B(wi,r)
Which in turns yields that

S (B, 1) (B, i)' < Cul [ g7dA") ¥ < o,
Hence,
P (Sy) < o0

%
and consequently,
Pg:,ﬁ(Su) < 00.

Therefore,

—lql(p—1
Bu(E,q) <t, vt > 1A=L)
ap
As a result

aBM,V(E7Q> < M
p

Now, assume that 1 < ¢; < p, Vi. Let t > n — |q|, 6 > 0 and (B; = B(x;,7;));
a centred J-packing of S,,. We get

> (u(B))"(v(By))" < Cuz (A" (B 1 5))™).

)

Therefore,

S (u(B)) (B < ( [a cw) ((B: 01 8,))°"

i B;NS
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Next, using Holder’s inequality, we obtain

i

S (B w(B) < ST | [ gttaxt | (B S)1 " W (B: 0 8,))

! BmSu

Which yields that

i

D (1(Bi)"(v(B))' < Cud(\(B;n 8,)) =+ ] / ghd\" | < C < oo

! BiﬂS#

As a consequence we get

P (Sy) < o0,

2l

which means that

k _
Bu,(q) <t, ¥t > lal.
0]

Which in turns yields

k—|q|

BH,V(Q) < o

Remark 2.1 For a =1, the measure v is equivalent to the Lebesque’s one. If
further k =1, Propositions 2.8 and 2.9 are the classical cases raised by Olsen
et al.
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