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Abstract

During the last decades, wireless communications have evolved from a scarce technology, used by pro-
fessionals for niche applications to a rapidly advancing research field. Ever increasing proliferation of
smart devices, introduction of new emerging multimedia applications, together with an exponential rise
in wireless data (multimedia) demand and usage is already creating a significant burden on existing wire-
less systems. Future wireless networks, with improved data rates, capacity, latency and quality of service
(QoS) requirements, are expected to be the panacea of most of the current wireless systems’ problems.
Interference management is critical towards this goal, whereas transceiver design and implementation is
expected to play an important role.

This thesis investigates the influence of interference in wireless systems, revisits promising network-
and user-side interference management solutions, as well as studies the impact of interference, caused
by hardware imperfections, on the performance of the wireless link and propose countermeasures. The
thesis is divided into two parts.

In the first part of the thesis, different types of interference and modern interference management
solutions, which are expected to be used in the future wireless networks, are reviewed. Moreover, the
influence of fading and interference, due to the existence of multiple possible users operating simulta-
neously in the same carrier frequency, on the spectrum sensing capability of a low-complexity energy
detector (ED) is investigated. Analytical tools for the performance evaluation of this problem, i.e., the
false alarm and detection probabilities, are derived, while the problem of appropriately selecting the
energy detection threshold and the spectrum sensing duration, in order to satisfy a specific requirement,
is discussed. The results reveal the detrimental effect of interference and the importance of taking into
consideration the wireless environment, when evaluating the ED spectrum sensing performance and se-
lecting the ED threshold. Finally, the offered analytical framework can be applied in cognitive radio
systems, which are include in several wireless standards, and are expected to be employed in ultra-dense
wireless environments.

The second part of this thesis investigates the impact of transceivers radio frequency (RF) front-end
imperfections on the performance of the wireless system. RF imperfections generally result to signal
distortion in single-carrier communications, while, in multi-carrier communications, they additionally
cause interference. In both cases, RF imperfections may cause significant degradation to the quality
of the wireless link, which becomes more severe as the data rates increases. Motivated by this, after
briefly illustrating the influence of different types of RF imperfections, namely in-phase and quadrature
imbalance (IQI), phase noise, and amplifiers non-linearities, the analytical framework for the evaluation
and quantification of the effect of IQI on wireless communications in the context of cascaded fading
channels, is derived. To this end, closed form expressions for the outage probability over N∗Nakagami-m
channels for both the cases of single- and multi-carrier communications, when at least one communication
node suffers from IQI, are provided. To justify the importance and practical usefulness of the analysis, the
offered expressions along with several deduced corresponding special cases are employed in the context
of vehicle-to-vehicle communications. This study gives critical insight for the performance degradation
in wireless communications, due to RF imperfections, and indicates the need of designing proper RF
imperfections compensation techniques. Next, the impact of IQI and partial successive interference
suppression (SIS) in the spectrum sensing of full duplex CR systems, for both the cases of single- and
multi-carrier ED, is studied. In this context, closed form expressions are derived for the false alarm
and detection probabilities, in the general case, where partial SIS and joint transmitter and receiver IQI
are considered. The derived expressions can be used in order to properly select the energy detection
threshold that maximizes the ED spectrum sensing capabilities. Additionally, the joint influence of
fading and several RF impairments on energy detection based spectrum sensing for CR systems in
multi-channel environments is investigated. After assuming flat-fading Rayleigh channels and complex
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ii Abstract

Gaussian transmitted signals, as well as proving that, for a given channel realization, the joint effect
of RF impairments can be modeled as a complex Gaussian process, closed form expressions for the
probabilities of false alarm and detection are derived. Based on these expressions, the impact of RF
impairments and fading on the spectrum sensing capability of the ED is studied. The results illustrated
the degrading influence of RF imperfections on the ED spectrum sensing performance, which bring
significant losses in the utilization of the spectrum. Furthermore, the impact of uncompensated IQI
on orthogonal frequency division multiple access (OFDMA) systems, in which a power allocation (PA)
policy is employed in order to maximize each user’s capacity, is demonstrated. To overcome, the user’s
capacity loss, due to IQI, a novel, low-complexity PA strategy is presented, which, by taking into account
the levels of IQI of the served users, notably enhance each user’s achievable capacity. Finally, a novel
low-complexity scheme, which improves the performance of single-antenna multi-carrier communication
systems, suffering from IQI at the receiver, is proposed. The proposed scheme, which we refer to as I/Q
imbalance self-interference coordination (IQSC), not only mitigate the detrimental effect of IQI, but,
through appropriate signal processing, also coordinates the self-interference terms produced by IQI, in
order to achieve second-order frequency diversity. In order to evaluate the performance of IQSC, closed
form expressions for the resulting outage probability and symbol error rate are derived. The findings
reveal that IQSC is a promising low-complexity technique for significantly increasing the reliability of
low-cost devices that suffer from high levels of IQI.
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Chapter 1

Thesis Layout

During the last decades, wireless communications have been a subject of much hype, due to their increas-
ing integration in everyday life. As a result, they have evolved significantly from early voice systems to
today’s highly sophisticated integrated communication platforms that provide numerous services, which
are used by billions of people around the world. These services, coupled with an expanding cache of
bandwidth hungry applications, have triggered demands for higher data rates. Moreover, by 2020, it is
expected that approximately 6 × 109 wireless devices will serve the global population. Consequently,
the mobile data traffic has been forecasted to grow more than 24−fold between 2010 and 2015, and
more than 500−fold between 2010 and 2020 [1]. On the other hand, as wireless systems evolve, we are
confronting more and more inherent limitations preventing further performance improvements. Among
all the limitations of wireless systems, interference is one of the biggest concerns, since it can significantly
constrain the throughput and reliability of the wireless link [2–7]. Therefore, interference identification
and mitigation or coordination have become critical issues for modern wireless systems.

1.1 Cornerstones in the history of interference identification and
management

The problem of interference, due to the transmission medium limitations, dates back at least to 1858,
when it was observed during the first transatlantic communication through the telegraph cable, and led
Lord Kelvin to the formulation of the theory of dispersion [8]. In later decades, Heaviside and Pupin
understood the source of this type of interference by analyzing the nature of the propagation medium and
laid the groundwork in confronting this problem, which is now called intersymbol interference (ISI). After
this, several researcher studied the impact of ISI in different wired and wireless systems, and proposed
ISI mitigation solutions (see for example [9–21] and references therein). The major approaches for the ISI
elimination are based on appropriately designing the transmission and reception filters, applying coding
schemes, adding guard periods between consecutive transmissions, employing channel equalization at the
receiver (RX), and using sequence detector at the RX. Nowadays, due to the evolution on the design of
communications systems and devices, ISI is considered to be easily avoided and canceled. For example,
in multi-carrier systems, guard periods are widely employed in order to fully mitigate the influence of ISI.

Another handicap for the performance of the wireless systems is interference from neighboring com-
munication devices operating simultaneously at the same frequency. Claude E. Shannon was the first
one to discuss the problem of the interaction between two user equipments (UEs), which share the same
channel [22]. His work was followed by several researchers, who investigated the so-called co-channel
interference (CCI) problem and presented system- and RX-design avoidance, suppression or mitigation
approaches. In system-design approaches, transmission of co-channel signals is properly managed so
that the power of received CCI is maintained below an acceptable level [23–25]. In contrast, RX-design
approaches actively mitigate the CCI, which cannot be separated by the preemptive system-design ap-
proaches. In practical systems, both approaches are employed in joint fashions to reduce the interference.

The first part of the dissertation is devoted in reviewing the main types of interference and presenting
network- and device-side approaches in order to manage the impact of interference in the fifth generation
(5G) wireless systems.

1.2 Dirty RF

In 1948, Claude E. Shannon published his impact treatise and put a clear border around the region
within which reliable communication is feasible [26]. The notion of capacity was born, followed by

3
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the obsession to design and deploy systems capable of reaching such capacity [27]. After this, great
amount of effort was put in the theoretical characterization of the capacities of several channel settings
of interest, with the inclusion of fading and multiple-input multiple-output (MIMO) [28–33]. However,
most of these efforts ignore the impact of transceiver radio frequency (RF) chain. As a result, doubts
about the feasibility and viability of physical layer research have naturally arisen. Specifically, in [27],
the authors highlighted the need for “more realistic theory and more holistic designs” that takes into
consideration the influence of RF impairments.

The history of identifying and compensating the RF imperfections dates back at least to 1940, when
Morisson observed the impact of power amplifiers nonlinearities in wide-band frequency modulated (FM)
transmissions and proposed a hardware based solution in order to suppress their detrimental effect [34].
Two decades later, Edson highlighted the influence of phase noise in the transceiver’s performance, and
presented an oscillator design methodology, which aims in reducing its impact [35]. At the same time,
Love discussed the intermodulation effect, due to amplifiers nonlinearities, in FM and phase modulated
(PM) systems [36]. In 1990, Casadevall and Olmos studied the influence of gain and phase mismatches
between the two RF paths, and the different nonlinear characteristics of both RF power amplifiers in
linear amplification using nonlinear components (LINCs) transmitter (TX) [37]. More recently, the
impact of RF impairments in the performance of terrestrial [38–54] and satellite [55–61] communication
systems was presented.

All previously mentioned research efforts conclude that RF impairments may cause significant degra-
dation to the quality of the wireless link, which becomes more severe as the data rates increases. There-
fore, it is important to suppress their effect. Early approaches in mitigating the impact of RF imperfec-
tions were circuit-based solution that aimed in improving the hardware quality and/or suppressing the
detrimental influence of the imperfections (see for example [62–69] and references therein). However,
circuit-based approaches often increase the communication device cost and energy consumption, while,
at the same time, reduce the device’s compactness. Motivated by this, the concept of Dirty RF was
born [49]. The main idea behind this concept is to design digital signal processing (DSP) solutions to cope
with RF impairments, allowing lee-way in the requirements set of the communication devices, i.e., to live
with imperfect RF and compensate the resulting effects using digital baseband processing [49, 66, 70–73].
More details about this approach are presented in the second part of the dissertation.

1.3 Thesis Layout

This dissertation is divided into two main parts. The first part, which consists of two chapters, extensively
reviews the different types of interference and discusses interference management solutions that are used
(or expected to be used) in modern wireless communication systems. Additionally, it investigates the
impact of CCI and fading in energy detection spectrum sensing. The second part, which is comprised
of six chapters, focuses in the interference caused to the devices, due to RF imperfections, presents the
analytical framework that is needed in order to quantify and evaluate the impact of RF imperfections,
as well as two novel RF imperfections mitigation techniques. The dissertation’s chapters are briefly
described below.

1.3.1 Types of interference and interference managment

Chapter 2 serves as an introduction to the different types of interference and modern interference man-
agement techniques, which are expected to be widely used in the 5G communication systems. In this
context, the definitions of different types of interference as well as their influence in the quality of the
communication link is revisited. Finally, key technologies and techniques, which will possibly be included
in 5G and will enable significant interference suppression are highlighted.

Chapter 3 studies the influence of fading and CCI, which is caused by multiple primary users (PUs),
on the spectrum sensing of a classical energy detector (ED). Specifically, novel closed form expressions for
the false alarm and detection probabilities in a multiple PUs environment, assuming Nakagami-m fading
and complex Gaussian PUs transmitted signals, are derived. The results reveal the importance of taking
into consideration the wireless environment, when evaluating the ED spectrum sensing performance and
selecting the ED threshold.
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1.3.2 Interference due to hardware impairments

Chapter 4 serves as an introduction to the major RF impairments, namely in-phase (I) and quadrature
(Q) imbalance (IQI), phase noise, and amplifier nonlinearities. In this chapter, the source of imperfections
on modern transceivers are identified. Additionally, the model of each RF impairment is extensively
described, as well as their influence in the transmitted and received signal in both single- and multi-
carrier communications.

In Chapter 5, the analytical framework for the quantification and evaluation of the impact of IQI on
wireless single- and multi-carrier communications, in the context of cascaded fading channel, is presented.
To this end, closed form expressions are firstly derived for the outage probability over N*Nakagami−m
channels for the cases of ideal TX and RX, ideal TX and IQI RX, IQI TX and ideal RX, and joint
TX/RX IQI. To justify their importance and practical usefulness, the offered expressions along with
several deduced corresponding special cases are subsequently employed in the context of vehicle-to-
vehicle (V2V) communications. Extensive numerical and simulation results are presented, which give
insight for the detrimental effect of IQI in the quality of the wireless link.

In Chapter 6, the influence of IQI in the energy-based spectrum sensing is investigated. In more
details, this chapter is focused in quantifying and evaluating the impact of IQI in single- and multi-
carrier EDs operating in full duplex (FD) mode, under both cooperative and non-cooperative sensing.
Tractable closed form expressions for the false alarm and detection probabilities are derived in the most
general case, in which partial self-interference suppression (SIS) and joint TX/RX IQI are considered.
Additionally, simplified closed form expressions for the special cases, where either the RF front-end is
ideal or the SIS technique is perfect, are also presented. The offered expressions can be used in order to
appropriately set the energy threshold, as well as the sensing duration. The derived results indicate that
the IQI and partial SIS can significantly affect spectrum sensing accuracy in FD-based cognitive radio
(CR) networks (CRNs).

In Chapter 7, the joint effect of RF impairments, namely IQI, phase noise and low noise amplifier
(LNA) nonlinearities, on energy detection based spectrum sensing for CR systems in multi-channel
environments, is studied. In particular, novel closed-form expressions for the evaluation of the detection
and false alarm probabilities, assuming Rayleigh fading, are provided. Furthermore, the analysis is
extended to the case of CRNs with cooperative sensing, where the secondary users (SUs) suffer from
different levels of RF imperfections, considering both the scenarios of error free and imperfect reporting
channel. Numerical and simulation results demonstrate the accuracy of the analysis as well as the
detrimental impact of RF imperfections on the spectrum sensing performance, which bring significant
losses in the spectrum utilization.

In Chapter 8, the power allocation (PA) problem in an orthogonal frequency-division multiple access
(ODFMA) system, when the served UEs suffer from different levels of IQI, is addressed. In this context,
novel low-complexity solution with directly calculated PA policies, given the Lagrange multiplier, is
presented, which, by taking into account the influence of IQI, achieves fairness in terms of capacity for
the served UEs, by maximizing the minimum achievable capacity of the UEs. Simulation results show
that, by using the proposed PA strategy, the achievable rate of each UE drastically enhanced, while the
system’s computational complexity is the same as the conventional PA strategy.

Chapter 9, presents a novel low-complexity scheme, which improves the performance of single-antenna
multi-carrier communication systems, suffering from IQI at the RX. We refer to the proposed scheme
as I/Q-imbalance self-interference coordination (IQSC). IQSC does not only mitigate the detrimental
effect of IQI, but, through appropriate signal processing, also coordinates the self-interference terms
produced by IQI, in order to achieve second-order frequency diversity. However, these benefits come at
the expense of a reduction in transmission rate. More specifically, IQSC is a simple transmit diversity
scheme that improves the signal quality at the receiver by elementary signal processing operations across
symmetric (mirror) pairs of subcarriers. Thereby, the proposed transmission protocol has a similar
complexity as Alamouti’s space-time block coding (STBC) scheme and does not require extra transmit
power nor any feedback. To evaluate the performance of IQSC, closed form expressions for the resulting
outage probability and symbol error rate are derived. Interestingly, IQSC outperforms not only existing
IQI compensation schemes, but also the ideal system without IQI for the same spectral efficiency and
practical target error rates, while it achieves almost the same performance as ideal (i.e., IQI-free) equal-
rate repetition coding. The findings reveal that IQSC is a promising low-complexity technique for
significantly increasing the reliability of low-cost devices that suffer from high levels of IQI.



6 Chapter 1. Thesis Layout

The dissertation is completed with Chapter 10, where the main conclusions of the presented research
are drawn, while possible future extensions of this work are also proposed.
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Chapter 2

Introduction to interference

The next generation wireless networks are envisioned to deal with the expected thousand-fold increase
in total mobile broadband data and the hundred-fold increase in connected devices. In order to pro-
vide higher data rates, improved end-to-end performance and coverage, low latency, and low energy
consumption at low cost per transmission, 5G systems are required to overcome various hadicaps of
current cellular networks and wireless links [6, 74, 75]. One of the key handicaps of 5G systems is the
performance degradation of the communication link, due to the increased level of interference.

In general, interference is a fundamental phenomenon in wireless communication systems. It is a
result of the superposition and broadcast nature of wireless transmission along with spectrum shared
among multiple users. Uncoordinated interference may cause significant reduction in the wireless system
throughput. As a result, it is essential to understand and manage interference to achieve the highest
system performance [76].

Motivated by this, the objection of this chapter is to define interference as a signal that affects
communications, identify its source, and then point out methods that can be used in the design of modern
wireless systems, in order to mitigate or even align its negative impact. Specifically, in Section 2.1, the
major type of interference in wireless systems are reviewed. Section 2.2 is devoted in presenting CCI
management techniques that are expected to be used in 5G systems, whereas Section 2.3 is focused in
interference alignment approaches. Finally, in Section 2.4, self-interference cancellation techniques for
FD systems are discussed.

2.1 Types of interference

In this section, we revisit the different types of interference. In more details, CCI and adjacent channel
interference (ACI) are respectively presented in subsections 2.1.1 and 2.1.2. Likewise, in subsection 2.1.3,
self-interference, which is the main drawback of FD systems, is reviewed, whereas subsections 2.1.4
and 2.1.5 focuses in demonstrating the influence of intermodulation interference and ISI, respectively.
Moreover, in subsection 2.1.6, the interference caused in both downlink and uplink non-orthogonal
multiple access (NOMA) systems, due to the use of common access resources by the UEs, is defined and
examined. Finally, in subsection 2.1.7, the problem of near-to-far-end ratio interference is illustrated.

2.1.1 Co-channel interference

Spectral efficiency is of primary importance in the design of current and future wireless systems. This
is achieved in cellular mobile radio networks by reusing the same sets of frequency channels in cells
spatially separated by a predetermined reuse distance. However, while frequency-reuse provides more
efficient use of the scarce radio spectrum it introduces CCI, which ultimately limits the QoS offered to
the users [25, 77]. Especially, in 5G systems, where ultra dense small cells are expected to be deployed
[3, 78–80], the influence of CCI is expected to be decisive for the quality of the communication link [81–
86]. As a result, great amount of effort has been put to analyze, quantify and suppress the detrimental
effect of CCI (see for example [77, 87–100], and reference therein).

To provide an insight of the impact of CCI, we consider a wireless system, which, as illustrated
in Fig. 2.1, consists of a desired TX, a RX, and NCI neighboring TXs that cause CCI. Under these
assumptions, the n−th sample of the base band equivalent received signal can be expressed as

r(n) =
√
E0h0(n)s0(n) +

NCI∑

m=1

√
Emhm(n)θmsm(n) + w(n), (2.1)

9
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Figure 2.1 Typical system model for the investigation of the influence of ICI.

where E0 and Em (m = 1, · · · , NCI) represent the average received signal power from the desired TX
and the m−th interference TX, respectively, whereas s0(n) and sm(n) (m = 1, · · · , NCI) stand for the
n−th sample of the desired and the signal transmitted by the m−th interferer, respectively. Moreover,
h0(n) and hm(n) (m = 1, · · · , NCI) are the channel responses from the desired TX and the m−th
neighboring TX to the receiver1, respectively, while w(n) denotes the additive noise component. Finally,
θm characterize the state of the m−th possible interferer, i.e., if θm = 0 the m−th TX is silent (does not
transmit any signal), while if θm = 1 the m−th TX is active.

From (2.1), it is observed that the impact of interference depends on the number and the state of
the possible interferers, the received signal power from the desired TX and the interferers, as well as
the statistics of the wireless environment. Therefore, to quantify the influence of CCI to the quality
of the communication link, the outage probability is traditionally used. For example, in [101–103],
the authors approximately evaluated the outage probability in log-normally shadowed environments.
In most of these works, the impact of small scale scale fading was neglected. On the other hand, in
[104, 105], the authors provided analytical expressions for the outage probability for different small scale
fading scenarios. Specifically, in [104], the authors considered Rician fading, while in [105], the outage
probability in the case of Nakagami-m fading signals was derived. The impact of CCI in more complex
systems, such as MIMO and relaying communications, was investigated in [87, 88, 90, 92, 95–97].

All of the above references concluded that, unless CCI is appropriately compensated or managed,
its influence can be detrimental for the quality of the communication link. Consequently, a broad range
of interference mitigation techniques have been employed at TX and/or RX [106–115], as illustrated
in Fig. 2.2. Generally, CCI mitigation techniques can be separated into two categories, i.e., system-
and RX-design techniques. In system-design techniques, transmission of co-channel signals is properly
managed so that the power of received CCI is maintained below an acceptable level. In contrast, RX-
design techniques actively mitigate the CCI, which cannot be separated by the preemptive system-design

1Note that in case of multi-carrier transmission, h0(n) and hm(n) represent the channel responses on a specific subcarrier
from the desired TX and the m−th neighboring TX to the RX, respectively.
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Figure 2.2 Typical interference mitigation techniques. In this figure, TDMA, CDMA, CSMA, CD/CA,
DSSS, FHSS, DFE, MLSE, PIC, OC, and IRC respectively stand for time division multiple access, code
division multiple access, carrier sense multiple access, collision detection/collision avoidance, direct-
sequence spread spectrum, frequency-hopping spread spectrum, decision feedback equalizer, maximum-
likelihood sequence estimation, parallel interference cancellation, optimum combining, and interfer-
ence combining.

approaches. In practical implementations, both approaches are employed in joint fashions to manage
the effect of CCI.

2.1.2 Adjacent channel interference

ACI is the interference caused by extraneous power from a signal in a neighboring channel [116]. The
adjacent-channel interference is created by two phenomenos [117]:

• The TX transmission is not limited to the nominal frequency range. Depending on the type of
modulator, and various properties of the TX hardware, the spectrum of a generated signal may
extend over a larger frequency range. Since the transmit filters are not ideal, this out-of band
leakage is not completely suppressed. Therefore, at the RX, which listens in an adjacent frequency
channel, this leakage cannot be suppressed. Since the adjacent channel signals lie in the frequency
band of the desired signal, they pass to the demodulator essentially without attenuation.

• At the RX, the radiation from the desired channel is suppressed insufficiently by the RX filter.
Thus, the signals in adjacent channels is passed on to the demodulator, where they act as inter-
ference.

Generally, ACI can be classified as either in-band or out-of-band interference [118]. The term in-band
is applied when the center of the interfering signal bandwidth falls within the bandwidth of the desired
signal, while the term out-of-band is applied when the center of the interfering signal bandwidth falls
outside the bandwidth of the desired signal.

Due to the large dynamic range of mobile radio signals, the impact of ACI can be significant. In
this context, there are several works in the technical literature that focus in quantifying the degradation



12 Chapter 2. Introduction to interference

TX

RX

Nearby
scatters

direct path

Transmit signal

Reflected p
ath

Desired signal

(a) Separate antenna FD

TX

RX

Nearby
scatters

direct path

Transmit signal

Reflected path

Desired signal

(b) Shared-antenna FD

Circulator

Figure 2.3 Anatomy of FD devices.

of ACI in the quality of the wireless communication link [119–124]. Specifically, the effect of ACI on
the capacity of frequency domain multiple access (FDMA) cellular systems was presented in [119], while
the influence of ACI on the capacity of wide-band code-division multiple-access (WCDMA) systems,
was investigated in [120]. Likewise, in [121], the impact of ACI on several the broadcasting long term
evolution (LTE) systems was illustrated throughMonte Carlo simulations. In [122], the authors described
the statistical properties of ACI, by presenting an analytical probability density function (PDF) of ACI
in a single cell environment. Moreover, the effect of ACI, when different modulation methods are used,
was demonstrated in [123]. Finally, in [124], the impact of different types of interference, including ACI,
on the symbol error rate (SER) was quantified.

2.1.3 Self-interference

Until recently, the concept of simultaneous transmission and reception over the same frequency channel,
i.e., operating in FD mode, was deemed impossible [125]. A traditional radio can either transmit or
receive over a given channel, but not simultaneously; in other words, it can operate in half-duplex (HD)
mode. As illustrated in Fig. 2.3, the problem of achieving FD communications over the same channel
is that the transmitted power from a given node is typically much larger than the received power of
another signal to be captured by the same node. As a result, the FD device receives its transmitted
signal as interference. This type of interference is called self-interference, and may be detrimental for
the performance of FD wireless systems [126]. Consequently, to utilize FD systems, it is important to
understand the nature and the properties of self-interference.

Based on the structure of the FD device, the base band equivalent received signal at the RX can
been obtained as

r = hrsr + αhtst + n, (2.2)

where sr and st stand for the desired signal and transmitted signals from the FD device, respectively,
whereas hr and ht are the channel responses of the desired and the self-interference signals. Moreover, α
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denotes the SIS level, while n represents the additive noise. From (2.2), it is evident that the performance
of FD system depends not only on the signal to noise ratio and the statistics of the fading channel, but
also on the level of the transmitted signal, the self-interference suppression capabilities of the FD device,
as well as the statistic of the self-interfernce channel.

To appreciate the impact of the level of self-interference, we consider the following indicative example
in the context of contemporary femto-cell cellular systems [127]. Based on the data provided in [127,
Table 10-2], both the femto base stations and mobile UE transmit at 21 dBm, while their RX noise floor
level is −100 dBm. Assuming 20 dB isolation between the base station (BS) TX and RX signal paths,
the self-interference at the BS will be 21− 20− (−100) = 101 dB above the noise floor. In other words,
in order for the FD BS to achieve the link signal to interference plus noise ratio (SINR) equal to the
signal to noise ratio (SNR) of the corresponding HD system, it must suppress self-interference by more
than 101 dB. However, in practice, the typical isolation between the TX and RX in FD systems is in
the order of 20 − 40 dB [128–130]. In other words, the effect of self-interference in FD systems, cannot
fully compensated. This example indicates the importance of quantifying the impact of imperfect SIS,
in order to decide whether to deploy a FD system or a HD, as well as the demand of presenting more
efficient SIS techniques.

The performance of FD systems have been analyzed in several published papers, assuming different
fading channels (see [131–142] and references therein). For instance, in [132, 133] the self-interference
channel gain was modeled as a constant value. This is a very coarse approximation and is only mean-
ingful when digital cancellation is applied. Moreover, in [134] the authors presented the performance
degradation due to imperfect SIS, considering a pair of separate antenna FD devices that communicate
with each other through Ricean self-interference channel gain, while in [135], this analysis was extended
in MIMO systems. Additionally, by assuming passive SIS implemented in the analogue domain via
antenna separation and shielding to suppress the line-of-sight (LoS) paths, the authors, in [136], mod-
elled the self-interference channel gain as Rayleigh and investigated the effect of imperfect SIS in MIMO
relay systems. In [137], a bit error rate (BER) analysis of a FD relaying scheme that employs binary
phase shift keying (BPSK) and a single decode-and-forward (DF) relay, in the presence of Rayleigh
self-interference gain, was conducted, whereas, in [138], the impact of imperfect SIS on the outage prob-
ability of three-terminal FD relay channel that adopts a selective DF protocol was presented. The effect
of imperfect SIS in cascaded multiple FD DF relaying systems was studied in [139], assuming again
Rayleigh self-interference channel gain. Furthermore, in [140], the authors investigated the influence of
residual self-interference in FD amplify-and-forward (AF) relaying systems, assuming that the residual
self-interference is a zero-mean complex Gaussian process, while in [141] the impact of imperfect SIS
in selection FD AF relaying systems with self-interference subject to Rayleigh fading was presented.
Finally, in [142], the authors studied the impact of imperfect SIS in two-way FD relaying systems with
AF protocol, assuming that the residual self-interference is a zero-mean complex Gaussian process.

2.1.4 Intermodulation interference

Non-linear system components cause spurious signals, which may play the role of interference in adjacent
channels [118, 143]. When a non-linear device (e.g. an amplifier) is used simultaneously by a number
of carriers, intermodulation products are generated, which result to distortion in the desired signals.
To gain an insight of the spurious frequency profile of a non-linear element, we assume that it can be
modelled as a memoryless polynomial of degree N [144–149], i.e.,

y(t) =

N∑

i=1

aix
i(t), (2.3)

where x(t) and y(t) stand for the input and the output to the non linear component signals, respectively.
Generally, the intermodulation distortion (IMD) profile is defined based on the single- or two-tone
response of the non-linearity, i.e., the output of the non-linear element, when the input is sinusoidal
signal consisted of one or two tones, respectively. In the case of a two-tone signal, say f1 and f2, it is
well-known in the literature [150–153] that the output of the non-linearity is a signal that consists of
two groups of frequencies:

• the harmonics in the form nf1, mf2; and

• the intermodulation frequencies, namely ±nf1 ±mf2,
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where m and n are integers. Note that the order of the intermodulation product is the sum of the
integers m+ n.

Although, this “pure-tone” IMD profile provide information on the spurious components center fre-
quencies, it does not provide information about the spurious components envelops and phases, which are
essential for understanding the nature of this type of interference. To obtain a more realistic IMD profile,
the band pass modulated signals are used as the input of the non-linear component [154]. In other words,
the non-linear component input, x(t), consists of M band pass signals centered at fi (i = 1, · · · ,M),
and can be expressed as

x(t) =

M∑

i=1

Ai(t) cos (2πfit+ φi(t)) , (2.4)

where Ai(t) and phii(t) represent the amplitude and the phase of the i−th band pass modulated signal.
To further demonstrate the influence of interference due to the non-linearity, the IMD profile of a

non-linear element with N = 3, and a band pass signal with M = 3 as input, is presented. In this
scenario, according to (2.3) and (2.4), the output signal is given by

y(t) = a1x(t) + yDC(t) + ySD(t) + y2f(t) + yf1±f2(t) + yf1±f3(t) + yf2±f3(t)

+ y3f (t) + y2f1±f2 + y2f1±f3 + y2f2±f3 + y2f3±f2 + y2f2±f1 + y2f3±f1 + yf1±f2±f3 , (2.5)

where

yDC(t) =
a2
2

3∑

i=1

A2
i (t), (2.6)

stand for the output signal components around the direct current (DC),

ySD(t) = a3

(
3

4
A3

1(t) +
3

2
A2

2(t)A1(t) +
3

2
A2

3(t)A1(t)

)
cos (2πf1 + φ1(t))

+ a3

(
3

4
A3

2(t) +
3

2
A2

3(t)A2(t) +
3

2
A2

1(t)A2(t)

)
cos (2πf2 + φ2(t))

+ a3

(
3

4
A3

3(t) +
3

2
A2

2(t)A1(t) +
3

2
A2

1(t)A3(t)

)
cos (2πf3 + φ3(t)) , (2.7)

represent self-distortion components,

y2f (t) = a2
A2

1(t)

2
cos (2π2f1 + 2φ1(t)) + a2

A2
2(t)

2
cos (2π2f2 + 2φ2(t)) + a2

A2
3(t)

2
cos (2π2f3 + 2φ3(t)) ,

(2.8)

are the output signal components of the output signal at the frequencies 2fi, i = 1, 2, 3,

yf1±f2(t) = a2A1(t)A2(t) cos (2π(f1 + f2)t+ φ1(t) + φ2(t))

+ a2A1(t)A2(t) cos (2π(f1 − f2)t+ φ1(t)− φ2(t)) , (2.9)

yf1±f3(t) = a2A1(t)A3(t) cos (2π(f1 + f3)t+ φ1(t) + φ3(t))

+ a2A1(t)A3(t) cos (2π(f1 − f3)t+ φ1(t)− φ3(t)) , (2.10)

yf2±f3(t) = a2A2(t)A3(t) cos (2π(f2 + f3)t+ φ2(t) + φ3(t))

+ a2A2(t)A3(t) cos (2π(f2 − f3)t+ φ2(t)− φ3(t)) , (2.11)

are the output signal components of the output signal at the frequencies fm±fn, m,n ∈ {1, 2, 3},m 6= n,

y3f (t) = a3
A3

1(t)

4
cos (2π3f1 + 3φ1(t)) + a3

A3
2(t)

4
cos (2π3f2 + 3φ2(t)) + a3

A3
3(t)

4
cos (2π3f3 + 3φ3(t)) ,

(2.12)

are the output signal components at the frequencies 3fi, i = 1, 2, 3,

y2f1±f2(t) =
3

4
a3A

2
1(t)A2(t) cos (2π (2f1 + f2) t+ 2φ1(t) + φ2(t))

+
3

4
a3A

2
1(t)A2(t) cos (2π (2f1 − f2) t+ 2φ1(t)− φ2(t)) , (2.13)
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y2f1±f3(t) =
3

4
a3A

2
1(t)A3(t) cos (2π (2f1 + f3) t+ 2φ1(t) + φ3(t))

+
3

4
a3A

2
1(t)A3(t) cos (2π (2f1 − f3) t+ 2φ1(t)− φ3(t)) , (2.14)

y2f2±f3(t) =
3

4
a3A

2
2(t)A3(t) cos (2π (2f2 + f3) t+ 2φ2(t) + φ3(t))

+
3

4
a3A

2
2(t)A3(t) cos (2π (2f2 − f3) t+ 2φ2(t)− φ3(t)) , (2.15)

y2f2±f1(t) =
3

4
a3A

2
2(t)A1(t) cos (2π (2f2 + f1) t+ 2φ2(t) + φ1(t))

+
3

4
a3A

2
2(t)A3(t) cos (2π (2f2 − f1) t+ 2φ2(t)− φ1(t)) , (2.16)

y2f3±f1(t) =
3

4
a3A

2
3(t)A1(t) cos (2π (2f3 + f1) t+ 2φ3(t) + φ1(t))

+
3

4
a3A

2
3(t)A1(t) cos (2π (2f3 − f1) t+ 2φ3(t)− φ1(t)) , (2.17)

y2f3±f2(t) =
3

4
a3A

2
3(t)A2(t) cos (2π (2f3 + f2) t+ 2φ3(t) + φ2(t))

+
3

4
a3A

2
3(t)A2(t) cos (2π (2f3 − f2) t+ 2φ3(t)− φ2(t)) , (2.18)

are the output signal components at the frequencies |2fm − fn|, m,n ∈ {1, 2, 3}, m 6= n, and

yf1±f2±f3(t) =
6

4
a3A1(t)A2(t)A3(t) cos (2π (f2 − f1 − f3) t+ φ2(t)− φ1(t)− φ3(t))

+
6

4
a3A1(t)A2(t)A3(t) cos (2π (f1 + f2 − f3) t+ φ1(t) + φ2(t)− φ3(t))

+
6

4
a3A1(t)A2(t)A3(t) cos (2π (f2 + f3 − f1) t+ φ2(t) + φ3(t)− φ1(t))

+
6

4
a3A1(t)A2(t)A3(t) cos (2π (f1 + f2 + f3) t+ φ1(t) + φ2(t) + φ3(t)) (2.19)

are the output signal components at the frequencies |f1 ± f2 ± f3|. Note that yDC(t), y2f (t), yf1±f2 ,
yf1±f3 , and yf2±f3 are generated due to the second order non-linearity, i.e., a2x

2(t), while ySD(t), y3f (t),
y2f1±f2(t), y2f1±f3(t), y2f2±f3(t), y2f2±f1(t), y2f3±f1(t), y2f3±f2(t), and yf1±f2±f3(t) are generated due
to the third order non-linearity, i.e., a3x

3(t). In other words, the second order non-linearity causes a
distortion around the DC, interference in the second harmonics, and interference in the intermodulation
frequencies, ωm±ωn (m,n ∈ {1, 2, 3},m 6= n), whereas the third order non-linearity causes self-distortion
the the original signal, interference in the third harmonics, and interference in the intermodulation
frequencies ωm ± ωn (m,n ∈ {1, 2, 3}, m 6= n) and ω1 ± ω2 ± ω3.

2.1.5 Intersymbol interference

ISI is a form of distortion of a signal in which one symbol interferes with subsequent symbols. This
is an unwanted phenomenon as the previous symbols have similar effect as noise, thus making the
communication less reliable. The spreading of the pulse beyond its allotted time interval causes it to
interfere with neighboring pulses [116]. ISI is usually caused by multipath propagation or the inherent
non-linear frequency response of a channel causing successive symbols to “blur” together.

To understand the nature of ISI is, let us consider the transmission of a sequence of symbols with
the basic waveform, gT (t). To send the n−th symbol, xn, we transmit xngT (t− nT ), where T is the
symbol interval. Therefore, the transmitted signal can be expressed as

s(t) =

∞∑

n=−∞

xnp (t− nT ) , (2.20)
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while the received signal can be obtained as

r(t) =

∞∑

n=−∞

xnv(t− nT ) + n(t), (2.21)

where n(t) stands for the additive noise and

v(t) = gT (t) ∗ h(t), (2.22)

with h(t) be the impulse response of the dispersive channel.
Let us consider that the RX uses a matched filter, with impulse response gR(t), for demodulation,

and the output of the filter is sampled at t = mT . Then, the sampled signal at the RX is

zm = bmx(0) +
∞∑

n = −∞
n 6= m

bny (mT − nT ) + wn, (2.23)

where wn is the noise component at the output of the sampler, and

y(t) = v(t) ∗ gR(t). (2.24)

In (2.23), the first term is the desired signal contribution due to the symbol bm, whereas the second term
contains contributions from the other symbols. On conceptual level, this is demonstrated in Fig. 2.4,
where the transmitted and received signal are plotted. From this figure, it is shown that the dispersive
channel creates a tail of energy that lasts much longer than intended. As a result, each symbol interferes
with one or more of the subsequent symbols. These unwanted contribution to a symbol from other
subsequent symbols is the ISI.

The problem of ISI arose with the early attempts at telegraph transmission in the mid-nineteenth
century. Since that time, the problem has been considered from many viewpoints [20, 21, 155–166]. For
example, in [155], a method for specifying an optimum linear, time invariant receiving filter for a digital
data transmission system was derived, assuming that the transmission medium introduces intersymbol
interference and additive Gaussian noise, while, in [156], the impact of ISI on the error performance
in binary differentially-coherent phase-shift-keying (PSK) systems was evaluated. Additionally, in [20],
an upper bound for the probability of error of a digital communication system, subjected to ISI and
Gaussian noise, was derived, whereas, in [21], an analytical method for the exact evaluation of the impact
of ISI in binary differentially coherent phase-shift-keying (DPSK) systems, in the presence of thermal
noise and a known channel filter, was presented. In [157], the impact of ISI in the capacity of a Gaussian
channel was studied. Moreover, in [158], the authors investigated the error performance of M -PSK
systems in the presence of Gaussian noise and ISI, while in [159], this analysis was extended in order to
include the influence of non-selective fading. Likewise, the joint effect of ISI and Rayleigh fast fading
channel was investigated in [161]. The influence of ISI in the capacity region of broadcast channels in
the presence of colored Gaussian noise was studied in [162], whereas the impact of ISI on the capacity of
frequency-selective channels in training-based transmission schemes was presented in [160]. Furthermore,
the impact of ISI and additive colored Gaussian noise on the capacity of relay channels was examined
in [163]. In [164], the authors presented the impact of ISI on the performance of diversity systems with
multiple branches, in the presence of multipath Rayleigh, Nakagami-m and Rician fading. Finally, the
effect of ISI in multiple access systems, in which the users employ STBC was revealed in [165], whereas
in [166], the authors analyzed the performance of multi-band orthogonal frequency division multiplexing
(OFDM) ultra-wideband (UWB) systems, in the presence of ISI.

2.1.6 Interference in non-orthogonal multiple access systems

One of the key technologies of 5G, which is expected to increase the spectal efficiency and the system
throughput, as well as accommodate massive connectivity, is NOMA [167, 168]. The idea of NOMA is
to realize multiple access (MA) in the power domain, which is fundamentally different from conventional
orthogonal MA technologies (e.g., time/frequency/code division MA). In other words, in the downlink,
the BS uses different power levels for the messages intended to different UEs, while, in the uplink, each
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Figure 2.4 Transmitted (a) and received (b) signal in the presence of ISI.

UE transmits in different power level its information to the BS. The motivation behind this approach lies
in the fact that NOMA can use spectrum more efficiently by opportunistically exploring users’ channel
conditions [169–178]. However, since all the nodes of the communication system employ the same access
resources, inevitable interference arises to the RXs.

To understand the nature of this type of interference, the downlink and the uplink of a single-cell
topology with one BS and M UE, as illustrated in Fig. 2.5, is considered.

2.1.6.1 Downlink NOMA

In the downlink, based on the NOMA protocol, the transmitted signal can be expressed as

x =

M∑

m=1

√
Ps(m)sm, (2.25)

where sm and Ps(m) stand for the signal intended and the transmitted power for the m−th UE, respec-
tively. The base band equivalent received signal at the m−th UE, can be obtained as

ym = hdm
√
Ps(m)sm + hdm

M∑

i = 1
i 6= m

√
Ps(i)si + nm, (2.26)
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Figure 2.5 Topology of a single-cell multiple UE NOMA system.

where hdm and nm denote the downlink fading channel between the BS and the m−th UE, and the
additive noise, respectively.

Without loss of generality, it is assumed that the downlink channel gains are sorted as

|hd1| ≤ |hd2| ≤ · · · ≤ |hdm|; (2.27)

hence, according to NOMA protocol

Ps(1) ≥ Ps(2) ≥ · · · ≥ Ps(M). (2.28)

Consequently, the m−th UE can detect and remove the messages intended for the k−th UE, with k < m,
but it cannot remove the messages intended fot the l−th UE, with l > m. As a result, the observation
of the m−th UE can be written as

ỹm = hdm
√
Ps(m)sm + hdm

M∑

i=m+1

√
Ps(i)si + nm, (2.29)

while the instantaneous SINR can be obtained as

γdm =
|hdm|2Ps(m)

|hdm|2∑M
i=m+1 Ps(i) +N0

, (2.30)

where N0 denotes the noise single-sided power spectrum density (PSD). From (2.30), it can be observed
that the level of interference at the m−th UE depends from the total transmit power to the UEs, with
index l > m. Moreover, by comparing (2.29) with (2.1), someone can consider that the interference in
the downlink of a NOMA system is a special case of CCI. However, this abstraction is incorrect, since
there are three fundamental differences between CCI and interference in downlink NOMA:

• In downlink NOMA, the source of interference is a single TX, which can control the level of
interference in the m−th UE by appropriately allocating the power intended for the UEs with
index l > m. Moreover, as observed by (2.30), both the intended message for the m−th UE and
the interference are carried by the same wireless channel. On the other hand, CCI is caused by
multiple TXs that transmits simultaneously at the same frequency band. As a result, the intended
message for the UE and the CCI are carried by different channels. Therefore, more sophisticated
schemes need to be used in order to reduce the level of CCI in a UE.

• In downlink NOMA, the reduction of Ps(i), i > m, may result to an increase of the SINR at the
m−th UE, but, in the same time, it causes a reduction to the power received by the i−th UE,
i > m. On the other hand, in the case of CCI, the reduction of the interference level at the UE
does not necessarily affect the performance of the other UEs.
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• NOMA is based on the channel ordering, described by (2.27), and the capabilities of the m−th UE
to decode and remove the message intended for the i−th UE, with i > m. Therefore, an outage
event, Ωm, in a downlink NOMA system occurs at the m−th UE, when the m−th UE cannot
detect its own message or the message intended for the i−th UE (i < m) [179], i.e.,

Ωm =
{
{Rm,1 ≤ R̃1} ∪ · · · ∪ {Rm,m ≤ R̃m}

}
, (2.31)

where Rm,i and Ri denote the achievable rate for the m−th UE to detect the i−th UE message,
and the targeted rate for the message intended for the i−th UE, respectively. On the other hand,
in case of CCI, there is no ordering condition and an outage event occurs only when the UE cannot
detect its own message.

2.1.6.2 Uplink NOMA

In the uplink, it is assumed that the M UEs share the same channel simultaneously. Consequently, the
received signal at the BS can be obtained as [180]

yBS =

M∑

m=1

hum
√
Pus (m)sum + n, (2.32)

where sum and Pus (m) represent the transmit messages and the transmit power from the m−th UE,
respectively, whereas hum and n denote the uplink fading channel between the m−th UE and the BS,
and the additive noise, respectively.

Again, without loss of generality, it is assumed that the uplink channel gains are sorted as

|hu1 | ≤ |hu2 | ≤ · · · ≤ |hum|; (2.33)

therefore, according to NOMA protocol

Pus (1) ≥ Pus (2) ≥ · · · ≥ Pus (M). (2.34)

In order to split the overlapped signals, successive interference cancellation (SIC) is carried out at the
BS. In other words, before the BS detects the m−th UE’s message, it decodes the prior i−th (i < m)
UEs’ message first, then remove the message from its observation, in a successive manner. The rest
(M −m) UEs’ messages are regarded as interference. This type of interference can be seen as a special
type of CCI, since it is caused by multiple TXs that transmits simultaneously in the same frequency
band. However, there are some differences between this type of interference and CCI:

• Although, both types of interference is caused by multiple TXs that transmits in the simultaneously
in the same frequency band, in case of uplink NOMA, the level of interference can be controlled
by appropriately determining the transmit power of each UE. However, this might not be possible
in case of CCI.

• In uplink NOMA there is a trade-off between the level of interference at the m−th UE and the
achievable rate of the UEs, with index l > m. This trade-off does not usually occur in the case
of CCI.

• Finally, as in the case of downlink NOMA, in case of uplink NOMA, the outage performance of
the system depends on the capability of the BS to detect not only the message transmitted by the
m UE, but also the messages transmitted by the UEs, with index i < m. On the other hand, in
the case of CCI, the outage performance of the systems depends only on the capability of the BS
to detect the message transmitted by the m−th UE.

2.1.7 Near-to-far-end ratio interference

Near to far end ratio interference appears only in mobile communications, when the distance between
the receive UE, UEr and the transmit BS becomes critical with respect to another transmit UE, UEt,
which is close to UEr and transmits simulataneously at the same frequency with the BS [181–186].
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Additionally, this type of interference may occur at the BS, when signals are received simultaneously at
the same frequency from at least two UEs [187].

In cellular systems using frequency domain multiplexing (FDM) and time domain multiplexing
(TDM), a frequency or a time slot is not shared by another user in the cell; consequently, near-to-
far-end ratio interference is not a problem. On the other hand, in systems such as direct sequence spread
spectrum (DSSS), where all the mobiles within a cell share the same carrier frequency, near-to-far-end
ratio interference is of a major concern and efforts are made so that none of the signals arriving at the
BS dominates the others [188–190].

2.2 Co-channel interference management in 5G systems

The densification of wireless networks are expected to be a key tool to improve traffic capacity and user
throughput in 5G systems. For instance, heterogeneous overlay deployment of low-power cells within
the coverage of a macrocell brings additional enhancement by efficient load sharing between macrocells
and local access networks. However, all the benefits are not free: as the density and load of the network
grow, the network’s RX terminals suffer from increased CCI, particularly at the boundaries of cells. As a
result, enhanced inter-cell interference coordination (eICIC) and coordination multipoint (CoMP) [191–
194] has been introduced to LTE releases in order to manage CCI. Both ICIC and CoMP are network-side
operations and are transparent to the RXs. Network-side interference management is beneficial to ensure
backward compatibility with legacy users and easy to deploy by extending the legacy network. However,
putting the responsibility for interference management solely on the network entails lots of practical
issues and limitations, such as backhaul and feedback overheads [195]. Consequently, to overcome the
issues and the limitations of network-side interference management, several researchers proposed UE-side
interference management techniques that are expected to provide significant synergy with the network-
side counterpart [196–198]. Motivated by this, in the following subsections, the concepts of UE-side
interference management as well as eICIC and CoMP are presented.

2.2.1 UE-side interference management

In conventional cellular systems, the RXs mainly presume a noise-limited operation scenario. Therefore,
RXs are designed based on either optimal approaches, such as maximum-likelihood (ML) and maximum
a posteriori probability (MAP) criteria, or suboptimal, such as zero-forcing (ZF) or minimum mean
square error (MMSE) equalization-based architectures [195]. However, modern wireless systems are
usually dominated by strong CCI among neighboring cells. The interference signals have a similar
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Figure 2.7 Typical LTE HetNet architecture with macro and pico access BSs. Pico-cell 1 is used for
throughput enhancement in a possible traffic hotspot location. Pico-cell 2 and pico-cell 3 are used for
improving edge throughput or extending the range.

structure to the desired signal, since they are desired signal on their own in other cells. Consequently, to
suppress CCI, the RXs should be capable to take advantage of the structure of the interference signals,
including modulation constellation, coding scheme, channel, and resource allocation. For example, the
RX can try to detect the symbols of the interference signal within their constellation, or even try to
decode them. Then, the interference signals can be reconstructed based on the detected/decoded signal
and subtracted from the received signal in order to enhance the desired signal decoding performance.
Another approach, which is used for negligible levels of interference at the RX, is to jointly decode the
desired and the interference signals.

To support such functionalities, advanced RXs have been proposed, which are based in the iterative
architecture [199–201], presented in Fig. 2.6. These RXs attempt to detect and decode the interference
signal jointly with the desired signal. In each step of the procedure, soft information on both the desired
and the interference signals, as a form of log-likelihood ratio (LLR), is iteratively exchanged between the
detector and the decoder. After completion of the procedure, only the decoder output for the desired
signal is taken.

The complexity of such a RX is relatively high. Especially, if the iterative RX uses the MAP detection
criteria, which is the optimal one, the computational load grows exponentially with the number of joint
detection signals. A significant complexity reduction can be achieved by replacing the MAP decoder with
a SIC type decoder [202–204]. Additionally, in the high SNR regime, performing interference detection
only, without decoding, can be sufficient.

2.2.2 Enhanced inter-cell interference coordination (eICEC)

A typical heterogeneous network (HetNet) with pico and macro access nodes is shown in Fig. 2.7. The
high-power macro-cell network nodes are deployed for blanket coverage of urban, suburban, or rural areas,
whereas the pico-cell nodes with small RF coverage areas aim to complement the macro network nodes
for filling coverage holes or enhancing throughput. Consequently, the downlink pico-cell transmissions
to its associated UEs could be severely interfered by high-power macro-cell BS transmissions [99]. For
example, in Fig. 2.7 downlink transmissions to UEs associated with pico-cell 1 could be interfered by
downlink transmissions of macro-cell 1.

To manage the interference in a HetNeT, the eICIC techniques was included in Release 10 of the
third generation partnership projrct (3GPP) LTE advanced (LTE-A), and can be grouped under three
major categories, namely [205]:

• Time-domain techniques;

• Frequency-domain techniques;

• Power control techniques.
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Figure 2.8 Illustration of macrocell and picocell subframes without any eICIC.

In the following subsections, the basic eICIC techniques are presented.

2.2.2.1 Time-domain technique

The main idea behind time-domain eICIC techniques is to schedule the transmission to victim UEs
in time-domain resources, in which the interference from other nodes is suppressed. The following
approaches of time-domain eICIC can be discerned:

• Subframe alignment : If the subframes of the macro-cell BS and the pico BS used for throughput
enhancement are aligned, as illustrated in Fig. 2.8, their control and data channels overlap with
each other. In order to suppress the interference to the control channels of the macro UEs, eICIC
can be implemented in the pico-cells. Specifically, the pico-cell BSs reduces the interference to its
surrounding neighbors, including the macro BS, by minimizing its transmission, i.e., the pico-cell BS
stop its transmission in some subframes. These muted subframes are called almost blank subframes
(ABSFs) approach. As presented in Fig. 2.9, during ABSFs, the signals that are mainly transmitted
are common reference signals, as well as other mandatory system information, synchronization
channels and paging channels. Note that, although in Fig. 2.9 the even subframes are configures
as ABSFs, different patterns are also included in 3GPP LTE (e.g. with ABSF duty cycles of 1/8,
2/8, 3/8, and 3/20 [206]). The number of subframes configured as ABSFs need to be carefully
chosen in order to maximize the overall system performance, as the use of ABSFs in the pico-cell
has negative impact in terms of lost pico-layer capacity.

A similar eICIC approach using ABSFs can also be used to mitigate the interference problems in
pico-cells (and relays) that implement range expansion (RE). In this case, as depicted in Fig. 2.10,
ABSFs is applied in the macro BS. As a result, the pico-cell UEs are obviously exposed to much less
interference, which allows the pico-cell to serve UEs from a larger geographical area, as whould
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Figure 2.9 Illustration of macrocell and picocell, used for throughput enhancement, subframes with
ABSFs.

otherwise have been feasible. Therefrore, the use of ABSFs at the macro-cell offers enhanced
opportunities for load balancing between the macro- and pico-cells [207].

To appreciate the effectiveness of ABSFs approach, note that it can reduce the interference level
of a BS in a UE by approximately 10 dB, assuming that the BSs use two transmit antennas [99].
The aforementioned 10 dB reduction of interference, due to ABSFs, can in some cases still result in
interference problems. As a result, advanced UE RXs are employed in order to further suppress the
residual interference from ABSFs, such that the UEs virtually experience close to zero interference
from BS that uses ABSFs [208].

• OFDM Symbol Shift : In this case, the subframe boundary of a pico-cell BS is shifted by one or
more OFDM symbols relative to that of the macro BS, in order to prevent overlap between the
control channels of the pico- and macro-cell signals [209]. However, this approach does not mitigate
the interference from the data channels of the pico-cell UEs to the control channels of macro-cells
UEs [210]. There are two different proposed approaches to address this problem, namely shared-
channel symbol muting and consecutive subframe blanking.

In the shared-channel symbol muting approach, the OFDM symbols that overlap with the control
channel of the victim macro-cell UEs are muted. By this muting, the macro UE can receive and
decode its control information with no or mitigated interference from the pico-cell BS. The main
drawback of this approach is that it leads to throughput loss in the pico-cell. To overcome this,
rate matching can be used around the muted symbols [209]. Rate Matching is the process, in
which bits are selected for transmission from the rate 1/3 turbo encoder via puncturing and/or
repetition. Rate matching increases or decreases the coding rate, and hence the data rate. By rate
matching that aims at increasing the code rate around the muted symbols, the throughput loss
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Figure 2.10 Illustration of macrocell and picocell, used for RE, subframes with ABSFs.

can be compensated [211].

In contrast with shared-channel symbol muting approach, in the consecutive subframe blanking
approach, the whole subframes of the pico-cell that overlaps with the control channels of macro-cell
UEs are to be blank, i.e., are configured as ABSFs. The main drawback of this approach is the
loss of resources at the pico-cell BS.

2.2.2.2 Frequency-domain techniques

The main idea behind the frequency-domain eICIC techniques is to schedule the control channels and
the physical signals in reduced bandwidth, in order to have totally orthogonal transmission of at different
cells. In frequency-domain orthogonalization, the BS determines whether a UE suffers from unacceptable
levels of interference, by utilizing the measurement reports of the UE. The identification of a victim UE
is signaled by the macro (pico) cell BS to the pico (macro) cell BS through the backhaul. Then, the
BSs schedule their transmissions over the entire bandwidth. Note that the orthogonality in frequency-
domain is usually used only for control channels, whereas data channels may be scheduled over the entire
bandwidth available for the serving cell.

2.2.2.3 Power control techniques

This approach depends mainly upon reducing the radiated power of pico-cells, which are used for through-
put enhancement, to improve the performance of victim macro-cell UEs. However, this may sacrifice the
total throughput of the pico-cell UEs.The different approaches can be listed as follows:
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• Strongest macro-cell BS received power at the pico-cell BS : This power control technique restrict
the transmit power of the pico-cell BS to a value that guarantees a certain SINR at the victim
macro-cell UE that is in close proximity to the pico BS. This protects the reception of the control
channels at the macro-cell UE. According to [205], the power setting of the pico-cell BS can be
obtained as

Pt = max (min (αPM + β, Pmax) , Pmin) , (2.35)

where Pmax and Pmin represent the maximum and minimum allowed transmit power of the pico-
cell BS, respectively, while PM denote the received power from the strongest co-channel macro-cell
BS at the pico-cell BS. Moreover, α is a linear scalar that allows altering the slope of power
control mapping curve in order to adjust in different sizes of macro-cells. Finally, β is a parameter
expressed in dB that can be used for altering the exact range of PM covered by dynamic range of
power control [212]. Note that in (2.35), all the values are in dBm.

It is important to notice that this power control approach affects only the implementation for the
pico-cell and rely on pico-cell measurements only. Hence, no additional signalling between macro-
and/or pico-cell BSs is required for this solution and also no extra measurements or support from
UEs is required [212].

• Path loss between the pico-cell BS and the macro-cell UE : For the power control approach based
on the measurement of path loss between pico-cell BS and macro-cell UE, the transmit power of
the pico-cell BS should be set as

Pt = med (PM + Po, Pmax, Pmin) , (2.36)

where the power offset Po can be expressed as

Po = med (Pi,max(Po),min(Po)) , (2.37)

with Pi denoting a power offset value that captures the indoor path loss and the penetration loss
between the pico-cell BS and the nearest macro-cell UE.

• Objective SINR of pico-cell UE : The aim of this method is to depress the interference suffered at
the macro-cell UE by restricting the received power at the pico-cell UE to a desired relatively low,
but acceptable level. In more details, the value of the received SINR at pico-cell UE is restricted
to a target value and the transmit power of the pico-cell BS is reduced to achieve this target
SINR leading to lower interference levels to the neighbor macro-cell UEs [205, 210, 213]]. The
transmission power of the pico-cell BS can be set as

Pt = max (Pmin,min (PL+ PIN , Pmax)) , (2.38)

with PL being an estimation of the path loss between the pico-cell BS and the pico-cell UE, and

PIN = 10 log10

(
10I/10 + 10N0/10

)
+ γt, (2.39)

where I and N0 are the interference detected by the served UE and the background noise, respec-
tively, whereas γt stand for the targeted SINR at the pico-cell UE.

• Objective SINR of macro-cell UE : This power control technique restricts the transmit power of the
pico-cell BS to a value, which guarantees a certain SINR at the victim macro-cell UE that is in
close proximity to the pico-cell BS. In this case, the transmission power of the pico-cell BS can be
obtained as

Pt = max (min (αPγ + β, Pmax) , Pmin) , (2.40)

where Pγ is the SINR of the macro-cell UE considered only the nearest pico-cell interference.

Notice that the aforementioned power control approaches deal with the interference caused to a
macro-cell UE, due to the existence of a pico-cell BS, which is used for throughput enhancement. As a
result, they aim at reducing the level of interference in the macro-cell UE, by appropriately controlling
the transmit power of the pico-cell BS. Similar approaches can be used in order to reduce the interference
in pico-cells that are used for RE. However, in this case, the approaches will aim at reducing the transmit
power of the macro-cell BS.
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2.2.3 Coordination multipoint (CoMP) for interference management

The main idea of CoMP (also referred to as collaborative MIMO (co-MIMO), network MIMO, etc.) is
to allow geographically separated BSs to cooperate in serving the UEs. Specifically, in CoMP a number
of TX points provide coordinated transmission in the downlink, and a number of RX points provide
coordinated reception in the uplink. A TX/RX-point constitutes of a set of co-located TX/RX antennas
providing coverage in the same sector. The set of TX/RX-points used in CoMP can either be at different
locations, or co-sited but providing coverage in different sectors. They can also belong to the same or
different BSs. CoMP can be performed in a number of ways, and the coordination can be done for both
the downlink and the uplink in homogenous as well as heterogeneous networks [210].

2.2.3.1 Downlink CoMP

According to the 3GPP, downlink CoMP transmission is categorized as dynamic point selection (DPS),
dynamic point blanking (DPB), joint transmission (JT) and coordinated scheduling/beamforming (CS/CB)
[214]. The four categories of the transmission schemes are demonstrated in Figs. 2.11-2.14.

In the case of DPS, the quality of the link between the BSs and the UE are checked on per-subframe
basis, and the BS with the best channel conditions is dynamically selected. In other words, DPS exploits
the channels variations opportunistically in order to achieve selection diversity gain. However, the
achievable selection diversity gain may be marginal in comparison with the already achieved frequency
and spatial diversity gain. To enhance the achievable gain, DPB, which is depicted in Fig. 2.12, can be
used in addition to DPS. DPB aims to identify and instantaneously mute the dominant interferers in the
coordination area. This results in a significant increase in the instantaneous SINR of the UE, since the
number of the dominant interferers decreases. Muting a BS may reduce the interference in the UE, but it
also causes performance loss of the particular BS. Therefore, it is important to compare the performance
improvements of those beneficiaries with the performance loss of the BS, before muting a BS. If the
performance improvements outweigh the loss, then the BS can be mute; otherwise, it should remain
active. Someone might argue that the use of DPB seams to be unfair for the UE served by the muted
BS. However, since scheduling is dynamically performed, those UE might also benefit from muting other
BSs in subsequent subframes. This indicates the importance of carefully design the scheduling algorithm
in order to be beneficial to all the UEs.

As illustrated in Fig. 2.13, in the case of JT, two or more BSs are transmitting a signal to a single UE
using the same access (time and frequency) resources. The UE combines the signals received the multiple
BSs, either coherently or non-coherently. Non-coherent JT may use techniques like single-frequency
network (SFN) or cyclic delay diversity (CDD) schemes, which target diversity gains and also enable
increased transmit power to the UE. Although, the SINR at UE could be boosted by non-coherent JT, it
is not able to nulify interference across multiple BSs, due to the lack of relative phase information across
the BSs. On the other hand, coherent transmission could be based on spatial channel state information
(CSI) feedback relative to two or more BSs, which can be used to perform MIMO transmissions from
the corresponding antennas. However, better synchronization and much smaller timing error differences
between transmission points are needed to realize the full potential gains of coherent JT schemes, which
may limit their applicability only to BSs connected by a fast backhaul [215, 216]. Moreover, coherent
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Figure 2.12 Illustration of CoMP DPB transmission scheme.
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Figure 2.13 Illustration of CoMP JT transmission scheme.

JT allows multiple BSs to completely nullify interference towards co-schedule UEs. Therefore, it offers
the best performance among all the considered CoMP schemes. However, coherent JT is sensitive to
imperfects of CSI knowledge [217].

CS/CB CoMP transmission scheme, presented in Fig. 2.14, aims at mitigating interference by beam-
forming and scheduling across different BSs. A wise selection of beamforming weight may contribute to
increase the SINR of a specific UE, by exploiting the channel knowledge, in order to support directional
transmission across a specific UE, while at the same time it can reduce the interference to other UEs.
Additionally, by selecting the UE for transmission through through a coordinated scheduling algorithm,
interference at the UEs can be further suppressed. CS/CB CoMP requires joint decisions on UE and
beams across multiple BSs, which might be not be feasible in practice, due to the high complexity of such
a joint decision algorithm. Therefore, an iterative scheduling process is generally used. According to this
scheduling process, each cell revisits the selection of both the UE and the transmit beam(s), based on
the scheduling decisions and beamforming matrices decided by other cells in the previous iteration. An
updated scheduling decision not only accounts for the utility of the scheduled UE, but also for the utility
of the victim UE that has been tentatively scheduled by other cells in the previous iteration. The goal of
each updating is to maximize a global utility (e.g., the total weighted throughput with the coordination
area). Note that only a few numbers of iterations are needed to reach a near-optimal solution [214].

2.2.3.2 Uplink CoMP

Uplink CoMP is more straightforward than downlink coordination, since uplink CSI is available in the
network without resource-consuming transmission, and the UE terminals need almost no modification.
Joint reception (JR) of the received signal at multiple BSs and/or CS decisions among UEs in order to
manage the interference level and enhance the coverage, are included in uplink CoMP [218].

The basic idea behind JR is to jointly process different copies of signal received by antennas at
different sites to produce the final output signal. The process in JR is similar to the one in JT; however,
in the case of JR, the received data need to be transferred between the BSs, i.e., a backhaul infrastructure
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BS 1 BS 2

UE 1 UE 2

Figure 2.14 Illustration of CoMP CS/CB transmission scheme.

is needed. The amount of exchange information between cooperating BSs depends on what extend the
received signals are pre-processed before information exchange. Although, quantized baseband samples
are the most complete information for joint processing, as their processing leads to the best performance,
the load on the backhaul is the highest. On the other hand, further processing at the BSs can lower the
load of the backhaul, but, at the same time, the CoMP gain is constrained. In other words, there is a
trade-off between the CoMP gain and backhaul overhead.

CS aims at mitigating interference by appropriately align UE scheduling and precoding decisions
among BSs in the coordination area. In comparison with JR, CS requires only CSI and resource allocation
information to be shared among the BSs, i.e., the load in the backhaul network is significantly reduced.

2.3 Interference alignment

Interference alignment (IA) is a cooperative interference management strategy that exploits the avail-
ability of multiple signaling dimensions provided by multiple time slots, frequency blocks, or antennas
[219–221]. The TXs jointly design their transmitted signals in the multidimensional space, such that
the interference observed at the RXs occupies only a portion of the full signaling space. By doing so,
IA maximizes the number of non-interfering symbols that can be simultaneously communicated over the
interference channel.

To illustrate the IA concept, we consider a K transmit/receive pair system, as demonstrated in
Fig. 2.15. It is assumed that the signal transmitted by the i−th (i = 1, · · · ,K) TX is intended to the
i−th RX, while the signal transmitted by the k − th (k 6= i) TX causes interference to the i−th RX,
i.e., each RX observes a total of K − 1 interference signal. The user i transmits a set of Si information
symbols encoded in the Si × 1 vector, si. The symbols si are precoded using the precoding matrix Fi,
and are observed at each RX k after propagating over the N1 × N2 matrix channel Hk,i. Note that
in the case of multiple-input multiple-output systems with NT and NR transmit and receive antennas,
respectively, N1 = NR and N2 = NT , whereas in the case in which the time or the frequency domain are
used to transmit the symbols (e.g. when OFDM is employed), Hk,i is a diagonal matrix with N1 = N2.
For such a system, the received signal at the i RX can be obtained as

ri = Hi,iFisi +

K∑

k = 1
k 6= i

Hi,kFksk + ni, (2.41)

where ni is the noise vector at the i−th RX. From (2.41), it is observed that without careful design of
the precoding matrix, Fi, the K−1 interference signals at the i−th RX occupy all the signal dimensions
at the RX, i.e., the signals do not align. On the other hand, the arbitrary RX i can fully cancel the
interference without nullifying or destroying its desired signal, by using a simple linear RX filter Wi, by
calculating a set of precoders that have the following properties:

{
W∗

iHi,kFk = 0Si×Sk
, for i 6= k,

rank (W∗
iHi,kFk) = Si, for i = k,

(2.42)
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Figure 2.15 K-user IA-based network.

where 0Si×Sk
is the Si×Sk zero matrix, and rank (·) represent the rank function. Of the two conditions

in (2.42), the first one may be interpreted as the condition for the existence of an interference free space
of desired dimensions, whereas the second one is the condition that ensures that the desired signal is
visible and resolvable within the interference-free space. Additionally, from (2.42), it is evident that the
IA capability of a system depends of the ability to find appropriate IA precoders. This ability is directly
related to the number of signal dimensions over which it can code [219–223].

To intuitively understand the concept of IA, we present the following insightful example [224].

Example 2.1. We consider that the system observe the following expressions:

y1 = 3x1 + 2x2 + 3x3 + x4 + 5x5, (2.43)

y2 = 2x1 + 4x2 + x3 − 3x4 + 5x5, (2.44)

y3 = 4x1 + 3x2 + 5x3 + 2x4 + 8x5. (2.45)

Our objection is to solve a five-unknowns problem in a three-dimensional space. In order to derive all
the five unknowns, we will need five independent observations. However, let us consider that the RX
only wants to recover x1. From (2.43)-(2.45), we observer that, even though the number of expressions
is smaller than the number of unknowns, x1 can be recovered, because the interfering beams span only
a two-dimensional vector space, leaving one dimension free from interference. The received signal can
be projected along the interference free dimension to recover x1. This can be achieved by multiplying
u = [17 − 1 − 10] with the observation vector y = [y1 y2 y3]

T , as

uy = 17y1 − y2 − 10y3 = 9x1. (2.46)

From (2.46), it is observed that the value of x1 can be recovered from the observed values y1, y2 and y3
in the three dimensional space, even when the number of unknowns is 5.

This example indicates that IA allows many interfering users to communicate simultaneously over
a small number of signaling dimensions by consolidating the space spanned by the interference at each
receiver within a small number of dimensions, while keeping the desired signals separable from interfer-
ence so that they can be projected into the null space of the interference and thereby recovered free from
interference.
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2.3.1 Feasibility of IA

The problem of characterizing the number of signaling/coding dimensions, the DoF, that are needed
in order to guarantee the feasibility of IA, has been extensively investigated (see [225] and references
therein). The necessary condition for IA-based MIMO interference networks was derived in [226], based
on the fact that the generic polynomial systems can be solved, if and only if the number of variables is no
less than the number of equations from Bezout’s therorem. Following the pioneering work of [226], several
research efforts have been concentrated on the development of sufficient condition of feasibility [223, 227–
230]. For example, in [223], the authors presented feasibility conditions for IA in a K−users interference
network, in which each UE is equipped with multiple antennas. A necessary condition and a sufficient
condition on the IA feasibility for a FD MIMO cellular networks were established in [228]. Moreover,
in [229], the authors provided closed form feasibility conditions for relaying systems, in which the relay
nodes are equipped with multiple-antennas. Likewise, a study of the feasibility of IA for the selective
fading interference channel with time-frequency selective links was conducted in [230]. Finally, the
feasibility of IA for OFDM systems was investigated in [231], where it was shown that in order to
guarantee feasibility in OFDM systems that employ IA, the conditions presented in [227] should be valid
for the signals carried by each subcarrier.

In general, in the K users NR ×NT MIMO interference channel, the DoF equal [232]

DKM =
R

R+ 1
, (2.47)

where

R =

⌊
max (NR, NT )

min (NR, NT )

⌋
, (2.48)

with ⌊·⌋ being the floor function, provided that the following condition is valid:

K >
NT +NR

gcd (NT,NR)
, (2.49)

where gcd (·) refers to the greatest common divisor function. For the special case in whichNT = NR = N ,
simply by splitting each node into N separate nodes, the K users N × N MIMO interference channel
can be transformed into the KN users 1× 1 interference channel. Consequently, since the DoF of the K
users interference channel equals K/2, the the N ×N MIMO interference channel can achieve a DoF of

DKN =
KN

2
. (2.50)

2.4 Self-interference cancellation (SIC) in full duplex systems

Since the FD device knows the signal being transmitted, subtracting it from the received signal should
be relatively simple to implement. However, in practice, this abstraction is incorrect. Although, the FD
device knows the clean transmitted digital base band signal, once the signal is converted to analog and
up-converted to the carrier frequency, the transmitted signal looks quite different from its base band
incarnation. The numerous analog components in the radio TX chain distort the signal in both linear and
nonlinear ways, add their own noise, are slightly inaccurate , or delay it by different amounts at different
frequencies, and so on. In other words, the transmitted signal is a complicated nonlinear function of
the ideal transmitted signal along with unknown noise. Interestingly, naively subtracting the “known”
base band version of the transmit signal without accounting for all these analog distortions does not
work [233, 234]. In other words, the effectiveness of self-interference cancellation highly depends on the
accuracy with which the transmitted signal can be copied, modified and subtracted from the received
signal [235].

There are three main categories of self-interference cancellation architectures that are described in
the open technical literature [128, 236–239]. The first one, called digital cancellation and illustrated in
Fig 2.16, processes the signals completely in the digital domain, i.e., after the analog-to-digital converter
(ADC), by applying sophisticated DSP techniques to the received signal [128, 133, 240, 241]. The
advantage of working in the digital domain is that sophisticated processing becomes relatively easy;
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Figure 2.16 Digital self-interference cancellation architecture. In this block diagram, ADC, DAC, PAm
and LNA stand for the analog-to-digital converter, the digital-to-analog converter, the power amplifier
and the low-noise amplifier, respectively.

hence, the circuit complexity and the power consumption are reduced. However, the digital cancellation
architecture cannot remove self-interference in the analog RX chain; therefore, it is unable to prevent
the analog circuitry to block the reception due to nonlinear distortion or saturation. As a result, in
practice, digital cancellation cannot provide more than 30 − 35 dB cancellation [237, 238]. The second
architecture is the analog cancellation, which uses a copy of the actual RF transmitted signal in order
to subtract it from the RF received signal. This suppression may occur either before or after the down-
converter and the LNA. Fig. 2.17 shows the analog self-interference cancellation architecture, where the
transmit signal is tapped at the transmit antenna feed, electronically processed in the analog-circuit
domain, and subtracted from the receive-antenna feed in order to cancel self-interference. Since, in
the case of analog cancellation, the signal includes all TX impairments, this architecture can provide
cancellation performance up to 60 dB [233]. The main drawback of analog cancellation is that it requires
processing of the cancellation signal in the analog RF domain. The third architecture is called mixed-
signal cancellation. In this architecture, the digital TX signal is processed in the base band and then is
converted to analog RF, where subtraction occurs. As demonstrated in Fig. 2.18, this requires a dedicated
additional up-converter, which, in practice, introduces its own noise and distortions. As a results, the
mixed-signal self-interference cancellation architecture can provide a self-interference rejection ratio of
about 35 dB [239].

To achieve even higher self-interference rejection ratio, in shared-antenna systems, a circulator can
be used, while in separate-antennas FD devices, a combination of cancellation techniques with wireless-
propagation-domain isolation mechanisms can be employed [128, 236–239, 242]. Wireless-propagation-
domain isolation techniques aim to electromagnetically isolate the transmit chain from the receive chain,
i.e., to suppress the self-interference before it manifests in the receive chain circuitry. The primary ad-
vantage of this type of self-interference suppression is that the downstream RX hardware does not need
to faithfully process signals with a huge dynamic range. The key mechanisms for wireless-propagation-
domain isolation are absorptive shielding, cross-polarization, and directional isolation [243, 244]. Ab-
sorptive shielding is realized by placing a RF absorber material between the TX and RX antennas.
Although, this is an attractive approach, due to its simplicity, its effectiveness and feasibility depends on
the FD device form-factor, i.e., the smaller the device, the less room there is to implement such mech-
anism. Cross-polarization offers an additional mechanism to electromagnetically isolate the transmit
and receive antennas of the FD device. The main idea behind this approach is that the self-interference
channel can be passively suppressed, if the FD device transmits with one polarization and receives with
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Figure 2.17 Analog self-interference cancellation architecture. In this block diagram, ADC, DAC, PAm
and LNA stand for the analog-to-digital converter, the digital-to-analog converter, the power amplifier
and the low-noise amplifier, respectively.
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Figure 2.18 Mixed-signal self-interference cancellation architecture. In this block diagram, ADC, DAC,
PAm and LNA stand for the analog-to-digital converter, the digital-to-analog converter, the power
amplifier and the low-noise amplifier, respectively.
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an orthogonal polarization. For example, a FD device can transmits only horizontally polarized signal,
and receives only vertically polarized signal in order to avoid interference between them [243, 245, 246].
Finally, directional isolation can be implemented by using a highly directional TX antenna and placing
the RX antenna at precisely a location, where the carrier waveforms are exactly 180o out of phase. This
will result to a near-perfectly cancellation of any narrow-band signal modulated in those carriers.





Chapter 3

Spectrum sensing with multiple primary users under

Nakagami-m fading channel

This chapter investigates the impact of fading and CCI, which is caused due to the existence of multiple
PUs, on the spectrum sensing of a classical ED. Specifically, novel closed form expressions for the false
alarm and detection probabilities in a multiple PUs environment, assuming Nakagami-m fading and
complex Gaussian PUs transmitted signals, are presented. The results reveal the importance of taking
into consideration the wireless environment, when evaluating the ED spectrum sensing performance and
selecting the ED threshold.

The research results of this chapter are included in [247].

3.1 Introduction

The rapid growth of wireless communications and the foreseen spectrum occupancy problems, due to
the exponentially increasing consumer demands on mobile traffic and data, inspired the evolution of the
concept of CR [248]. CRs are wireless devices with re-configurable hardware and software (including
transmission parameters and protocols) that are able to intelligently sense and adapt to their spectral
environment [249, 250]. One fundamental task in CR that allows the exploitation of the under-utilized
spectrum, is spectrum sensing. As a result, great amount of effort has been put to derive optimal, sub-
optimal and ad-hoc solutions to the spectrum sensing problem and investigate their performance [251–
268].

3.2 Related work

Scanning the open technical literature, most of the related works have neglected the impact of multiple
PUs and fading on the spectrum sensing performance of the CR’s ED. However, in several widely used
wireless communication standards, such as LTE-A, WiFi and WiMAX, where code-division-multiple-
access (CDMA) is used, users simultaneously operate in the same frequency band [269–271]. These
applications motivated a general investigation of the effect of PU traffic on the sensing performance,
when multiple PUs are present. To the best of the author’s knowledge, there is only one published
work in the open literature [272], where the effect of multiple PUs on spectrum-sensing performance was
investigated, considering only the impact of additive white Gaussian noise (AWGN) channels. Moreover,
in [273], the authors derived the sensing time and the transmission time that jointly maximize the sensing
efficiency and the sensing accuracy in a multiple mobile PU network. However, in [273], the spectrum
sensing method and the effect of fading channels was neglected.

3.3 Contribution

In this chapter, we present an analytical framework to evaluate and quantify the joint effect of multiple
PUs and fading on the spectrum sensing performance of a classical ED. In particular, we present novel
closed form expressions for the false alarm and detection probabilities in a multiple PUs environment,
assuming Nakagami-m channels and complex Gaussian transmitted signals. Those expressions can be
used not only to determine the spectrum sensing capabilities of the ED, but also to select the appropriate
energy detection threshold and the spectrum sensing duration of the ED.

35



36 Chapter 3. Spectrum sensing with multiple primary users under Nakagami-m fading channel

3.4 Organization

The remainder of the chapter is organized as follows. The system and signal model are described in
Section 3.5. Section 3.6 is devoted to the derivation of the analytical expressions for the false alarm and
detection probabilities. Respective numerical results evaluated by computer simulations are provided in
Section 3.7. Finally, Section 3.8 concludes the chapter by summarizing the main findings.

3.5 System and signal model

We consider a multiple PUs/secondary user (SU) environment, where M static PUs operate in the same
frequency band, which is sensed by a single CR device. The two possible states, i.e., busy or idle, of
the i−th PU are denoted with the parameters θi ∈ {0, 1}, where i = 1, 2, . . . ,M . Suppose that the n-th
sample of the transmitted signal of the i−th PU, si (n) , is conveyed over a flat-fading wireless channel,
with channel gain, hi (n). Hence, at the SU detector the n−th sample of the baseband equivalent received
signal can be expressed as

y(n) =

M∑

i=1

θihi(n)d
−ξi/2
i si(n) + w(n), (3.1)

where di and ξi stand for the distance between the i−th PU and the SU, and the corresponding link path-
loss exponent, respectively, while w(n) represents the AWGN. We assume that si and w are zero-mean
circular symmetric complex white Gaussian processes with variances σ2

si and σ2
w. Furthermore, hi is a

zero mean complex random variable (RV) with variance σ2
hi

and |hi| follows Nakagami-mi distribution.
Without loss of generality, it is assumed that SU is located in the first (i = 1) PU cell.

Next, the basic symbols, which are used in this chapter, are defined. Specifically,

Θ = [θ1, θ2, · · · , θM ] , (3.2)

represents the set of M PUs (busy and idle) located at distances

d = [d1, d2, · · · , dM ] (3.3)

from the SU, while

Θ̃ =
[
θ̃1, θ̃2, · · · , θ̃L

]
⊆ Θ, (3.4)

denotes the set of the L ≤M active PU located at distances

d̃ =
[
d̃1, d̃2, · · · , d̃L

]
⊆ d. (3.5)

Additionally,

Θ0 = [0, 0, · · · , 0] , (3.6)

stands for the all idle PU occupancy set, while

Θ1 = [1, θ2, · · · , θM ] , (3.7)

with θj ∈ {0, 1}, j = 2, · · · ,M , represents the PU occupancy set, in which the first PU is active.
Moreover,

Θ0,1 = [0, θ2, · · · , θM ] , (3.8)

in which at least one θl = 1, l ∈ {2, · · · ,M}, denotes the PU occupancy set in which the first PU is
idle and at least one PU is busy. Finally, Θ̃1 and Θ̃0,1 denote the corresponding to Θ1 and Θ0,1 sets of
active PUs.
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3.6 False alarm and detection probabilities

In the classical ED, the energy of the received signals is used to determine whether a channel is idle or
busy. Based on the signal model described in Section 3.5, ED calculates the energy test statistics as

T =
1

Ns

Ns−1∑

n=0

|y (n)|2

=
1

Ns

Ns−1∑

n=0

ℜ{y (n)}2 + ℑ{y (n)}2 , (3.9)

where Ns is the number of samples used for spectrum sensing. The energy test statistic, T , is compared
against a threshold γ to yield the sensing decision, i.e., the ED decides that the channel is busy if T > γ
or idle, otherwise.

For a given channel realization set

H = {h1, h2, · · · , hM} (3.10)

and PUs occupation set

Θ = {θ1, θ2, · · · , θM} , (3.11)

the real and imaginary parts of the received signals are uncorrelated, i.e.,

E [ℜ{y}ℑ {y}] = 0, (3.12)

with variances

σ2 = E
[
ℜ{y}2

]
= E

[
ℑ{y}2

]
=

M∑

i=1

θi |hi|2 d−ξii

σ2
si

2
+
σ2
w

2
, (3.13)

the received energy test statistic follows chi-square distribution with 2Ns DoF and cumulative distribu-
tion function (CDF) given by

FT (x |H,Θ) =
γ
(
Ns,

Nsx
2σ2

)

Γ (Ns)
. (3.14)

Furthermore, since Ns is an integer, (3.14) can be re-written as [274, Eq. (8.352/2)]

FT (x |H,Θ) = 1−
Ns−1∑

n=0

1

n!

(
Nsx

σ2

)n
exp

(
−Nsx
σ2

)
. (3.15)

Next, we present Theorem 3.1, which returns closed form expressions for the CDFs of the test
statistics for a given PUs occupancy set, and Lemma 1 that evaluates the CDF of the test statistics,
when all the PUs are idle.

Theorem 3.1. The CDF of the energy test statistics for a given channel set, Θ̃ ⊆ Θ, with L ∈ [1,M ]
active PUs, can be evaluated by

FT (x |Θ) = 1−
Ns−1∑

n=0

L∑

i=1

ai∑

k=1

k−1∑

j=0

(−c)k−1−j Ξ(i, k)

n!bk+n−j−1
i (k − 1)!

(
k − 1
j

)(
Nsx

2

)n
exp

(
c

bi

)

× Γ

(
−n+ j + 1,

c

bi
,
Nsx

2bi
, 1

)
,

(3.16)

where Γ (·, ·, ·, ·) stand for the extended incomplete Gamma function, which is defined as in [275, Eq.
(6.2)], while

a = {m̃1, m̃2, · · · , m̃L}, (3.17)
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b =




d̃−ξ̃11 σ2

h̃1
σ2
s̃1

2m̃1
,
d̃−ξ̃22 σ2

h̃2
σ2
s̃2

2m̃2
, · · · ,

d̃−ξ̃LL σ2
h̃L
σ2
s̃L

2m̃L



 , (3.18)

and

c =
σ2
w

2
. (3.19)

Furthermore, d̃i and ξ̃i, represent the distance and the corresponding link path-loss exponent between
the i−th active PU and the ED, whereas σ2

s̃i
, and σ2

h̃i
stand for the variances of the i−th active PU’s

transmitted signal and i−th fading channel. The shape factor of the fading channel between the i−th
active PU and the CR device is denoted as m̃i. Moreover, note that in (3.16), Ξ(i, k) is defined in [276,
Eqs. (8) and (9)] 1.

Proof. Please refer to Appendix A. �

Note that Γ (·, ·, ·, 1) can be evaluated by Theorem B.1 given at Appendix B.

Lemma 3.1. The CDF of the energy test statistic assuming all the PUs are idle can be evaluated by

FT (x |Θ0 ) = 1−
Ns−1∑

n=0

1

n!

(
Nsx

σ2
w

)n
exp

(
−Nsx
σ2
w

)
. (3.20)

Proof. If Θ = Θ0, according to (3.13),

σ2 =
σ2
w

2
, (3.21)

which is independent of the channel realization set H . Substituting this value into (3.15), we get (3.20).
This concludes the proof. �

Based on the above analysis the detection and false alarm probabilities can be respectively obtained as

Pd(γ) =

card(Θ̃1)∑

i=1

Pr (Θ1)
(
1− FT

(
γ
∣∣∣Θ̃1

))
(3.22)

and

Pfa(γ) =

card(Θ̃0,1)∑

i=1

Pr (Θ0,1)
(
1− FT

(
γ
∣∣∣Θ̃0,1

))
+ Pr (Θ0)

Ns−1∑

n=0

1

n!

(
Nsx

σ2
w

)n
exp

(
−Nsx
σ2
w

)
, (3.23)

where Pr (Θ) stands for the probability of the PU occupancy set Θ, and Θ̃ denote the set of active PUs.
According to (3.22), (3.23) and (3.16), the detection and false alarm probabilities depend not only take on
the PU that is located in the same cell as the SU, but also the interference and the fading characteristics
of the neighbor PUs-SU links. Consequently, in order to select the energy detection threshold and the
number of samples that will be used to achieve a detection and/or false alarm probabilities requirements,
ED should take into consideration not only the variances of the PU signal, noise and channel, but also the
variances of the neighbor PUs’ signals, and channels, as well as the probabilities of active PU existence.
Note that in practice, the CR device has certain noise measurements and has only an estimate for the
noise variance. However, in our analysis, we assume that the ED has perfect knowledge on the noise
variance, which is obtained from calibration measurements. This is a typical assumption ([277–279] and

1Note that there is a typo in [276, Eq. (8)]. The correct expression is

Ξ(i, ai − k)=
1

k

L
∑

q = 1
q 6= i

k
∑

j=1

aq

b
j
i

(

1

bi
−

1

bq

)

−j

Ξ(i, ai − k + j).
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references therein) in order to be able to quantify the performance degradation due to the effects of
multiple PUs, independently of the classical noise uncertainty problem. Next, we study two important
special cases.

Special Case 1 (Rayleigh fading): In the special case in which all the PUs-SU links are Rayleigh

distributed, the CDF of the energy test statistics for the given set Θ̃ can be obtained, by setting

a = {1, 1, · · · , 1} (3.24)

into (3.16), as

FT (x |Θ) = 1−
Ns−1∑

n=0

L∑

i=1

Ξ(i, 1)

n!bni

(
Nsx

2

)n
exp

(
c

bi

)
Γ

(
−n+ 1,

c

bi
,
Nsx

2bi
, 1

)
. (3.25)

Special Case 2 (single PU scenario): In the special case of a single PU, the CDF of the energy test
statistic assuming that the PU is active can be obtained, by setting

L = 1, (3.26)

a = {m}, (3.27)

and

b =

{
d−ξσ

2
hσ

2
s

2m

}
(3.28)

into (3.16), as

FT (x |θ ) = 1− 2mm

(σ2
hd

−ξσ2
s )
m
Γ(m)

exp

(
mσ2

w

σ2
hd

−ξσ2
s

)m−1∑
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(
m− 1
k

)
2k−n

n!

(
−σ2

w
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(Nsx)

n

×
(
σ2
hd

−ξσ2
s

2m
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Γ

(
k − n+ 1,

mσ2
w

σ2
hd

−ξσ2
s

,
mNsx

σ2
hd

−ξσ2
s

, 1

)
. (3.29)

Furthermore, the CDF of the energy test statistics assuming that the PU is idle can be derived by
(3.20). Therefore, the detection and false alarm probabilities in the single PU scenario can be respectively
expressed as

Pd(γ) =Pr (Tk>γ |θk=1) =
2mm

(σ2
hd

−ξσ2
s)
m
Γ(m)

exp

(
mσ2

w

σ2
hd

−ξσ2
s

)

×
m−1∑

k=0

Ns−1∑

n=0

(
m− 1
k

)
2k−n

n!

(
−σ2

w

)m−1−k
(Nsγ)

n

(
σ2
hd

−ξσ2
s

2m

)k−n+1

× Γ

(
k − n+ 1,

mσ2
w

σ2
hd

−ξσ2
s

,
mNsγ

σ2
hd

−ξσ2
s

, 1

)
(3.30)

and

Pfa(γ) =

Ns−1∑

n=0

1

n!

(
Nsγ

σ2
w

)n
exp

(
−Nsγ
σ2
w

)
. (3.31)

In order to meet the requirements for the detection and/or false alarm probabilities, the ED should appro-
priately set the detection threshold and the number of samples, by taking into consideration parameters
as the PU signal variance, the noise variance, the fading characteristics and the path-loss exponent of
the PU-SU link, as well as the distance between the PU and the SU.

Note that the single PU scenario has been extensively studied in the open literature, considering
deterministic PU transmission signal. However, to the best of the authors’ knowledge, this is the first
work, in which a closed form expression for the CDF of the energy statistics, under the assumptions of
Nakagami-m fading and complex Gaussian distributed PU transmitted signal, is presented. Therefore,
the derived expressions can be used to quantify the effects of Nakagami-m fading, by neglecting the
impact of multiple PUs. Finally, in Section 3.7, the single PU scenario, is used as a benchmark to
demonstrate the impact of multiple PUs on the spectrum sensing performance of the ED.
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Figure 3.1 ROCs for systems with a single PU and different values of m and SNR.

3.7 Numerical and simulation results

In this section, using the previous results, we investigate the impact of fading and the existence of
multiple PUs on the spectrum sensing performance of EDs. In particular, we present three insightful
scenarios. In the first scenario, demonstrated in Fig. 3.1, we illustrate the impact of the fading statistics
on the spectrum sensing performance of an ED operating in the presence of a single PU. In the second
scenario, illustrated in Fig. 3.2, the impact of the probability of existence of multiple active PUs on the
spectrum sensing capabilities of an ED operating in the presence of six PUs is demonstrated. To further
investigate the effect of the existence of multiple PUs on the spectrum sensing performances, in the third
scenario (3.3), we illustrate the impact of the number of PUs in the spectrum sensing capabilities of
the ED, considering fixed PU existence probabilities. For all figures, the number of samples is set to
5 (Ns = 5), while it is assumed that σ2

hi
= σ2

w = 1, i = 1, . . . ,M . In all the illustrations, the solid
curves represent analytical values obtained through the derived formulas, while the markers represent
Monte-Carlo simulation results.

In Fig. 3.1, receiver operation curves (ROCs) are demonstrated for different signal-to-noise ratios
(SNRs) and m values, in the presence of a single PU, i.e., M = 1. We observe that for low SNR values,
the characteristics of the fading channels do not significantly affect the ED performance. However, as
SNR increases, the effects of the fading statistics become more detrimental. In addition, it is seen that
for a fixed m and false alarm probability, the detection probability of the ED increases as the SNR
increases. Moreover, for a fixed SNR and false alarm probability, as m increases, the effects of fading
become less severe; hence, the detection probability increases, while, for a fixed SNR and detection
probability, as m increases the false alarm probability decreases. In other words, for a fixed SNR, as m
increases the spectrum sensing performance of the ED increases. This is expected, because the effects of
fading become less severe as m increases.

Next, we consider that the CR device operates in a 6-PUs environment, where all the fading channels
are assumed to be Rayleigh distributed (mi = 1, i ∈ {1, . . . , 6}) and each PU causes a different level of
interference to the CR. We assume that the SU belongs to the first PU’s cell, while the other 5 PUs are
interferers from neighbor cells. In particular, in Fig. 3.2, ROCs are plotted for different probabilities
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of active interfering PU existence, p, considering that the received SNR from the PU, which is located
in the same cell with the SU, is equal to 0 dB, while the interference-to-noise ratios (INRs) from the
other 5 PUs are 0 dB, −1 dB, −2 dB, −3 dB and −5 dB. Note that we assume the same p for the 5
interfering PUs. It is observed that as p increases, the probability of interference of an neighbor PU
increases; consequently, the spectrum sensing capabilities of the ED are constrained. For example, for a
fixed Pfa = 0.1, the detection probability is decreased about 41.8% for p = 0.5 in comparison with the
case in which p = 0. Notice that the p = 0 case corresponds to the single PU scenario.

In Fig. 3.3, ROCs are illustrated for different number of PUs, M , considering that mi = 1, for
i = 1, . . . , 6, and the probability of existence of the j−th PU, j ∈ {2, . . . ,M} is equal to 0.5, i.e., p = 0.5.
We observe that as the number of PUs increases, the interference from neighbor PUs increases; hence the
false alarm probability increases and the spectrum sensing capabilities of the ED are constrained. For
example, Pfa = 0.1, the detection probability is decreased about 41.6% for M = 6 in comparison with
the case in which M = 1. This finding reveals the importance of taking into consideration the number
of PU, when deploying a CR system.

3.8 Conclusions

In this chapter, we studied the impact of multiple PUs in the spectrum sensing performance of a clas-
sical ED, assuming Nakagami-m channels and complex Gaussian PUs’ transmitted signals. Our results
revealed the importance of taking into consideration the fading statistics, especially in the medium to
high SNR regime. Furthermore, we observed that the spectrum sensing performance is constrained as
the probability of interference from neighbor PUs increases. Therefore, when selecting the operational
energy detection threshold, we should not only take into consideration the PU that is located in the same
cell as the SU, but also the wireless environment, i.e., interference, as well as the fading characteristics
of the PUs-SU links.
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Chapter 4

Introduction to RF impairments

In the last three decades, wireless communication has evolved from a scarce technology used by profes-
sionals (e.g. government, military or aerospace) for niche applications to consumer electronics [74, 280–
282]. With the advent of data-centric applications, such as the Internet, mobile communication, or
wireless local area networks (WLANs), in the early nineties, wireless communication started its way into
everybody’s daily life. Moreover, according to the wireless world research forum (WWRF), by 2020, it
is expected that about 7 × 109 wireless devices will be serving the global population [283], while the
number of mobile-connected devices per capita will reach 1.5 [284]. Motivated by the variety of wideband
multimedia applications, which are supported by the 5G wireless systems, the data transfer capacity per
wireless device has been dramatically growing [5, 285–290]. As a result, the international telecommuni-
cation union’s radiocommunication sector (ITU-R) has specified that the device peak data rate should
be between 100 MBit/s and 1 GBit/s (depending on mobility), for the forth generation (4G) cellular
wireless standards [291–293], while 5G systems might require even 10 GBit/s, in order to support mobile
cloud services [3, 80, 285, 294].

From a technology point of view, in order to achieve the increased data rates, radio transceivers
need to be flexible and software-reconfigurable devices [295–298]. By definition, flexible radios are
characterized by the ability to operate over multiple-frequency bands, and to support different types of
waveforms, as well as various air interface technologies of currently existing and emerging wireless systems
[299]. In this context, the terms multi-mode, multi-band, and multi-standard are commonly used. The
flexibility of transceivers, in line with the software define radio (SDR) principle, will enable the use of
emerging standards and waveforms though software updates, without hardware changes [297, 300–302].
Moreover, SDR is considered one of the key technologies that enables the use of CRs, which are expected
to bring significant improvements in spectral efficiency through opportunistic spectrum access [303–305].

From an economical point of view, the advantages in integrated circuit (IC) technologies and the
adoption of low-complexity transceiver structures, such as the direct-conversion radio (DCR) architec-
ture, allowed improvements in manufacturing efficiency and automation that resulted in reducing the
cost-per-device. Moreover, the use of low-complexity transceiver structure enable the reduction of the
power consumption in battery-powered devices, without sacrificing too much performance.

In general, the demands for multi-standards operation, flexibility, and higher data rate, as well as
the constraints of product cost, device size, and energy efficiency, lead to the use of simplified radio
architectures and low-cost radio electronics [27, 306–311]. In this context, the DCR architecture of such
systems provides an attractive front-end solution [312–317], as it requires neither external intermediate
frequency filters nor image rejection filters [307, 318]. Instead, the essential image rejection is achieved
through signal processing methods [319]. DCRs architectures are low cost and can be easily integrated
on chip, which render them excellent candidates for modern wireless technologies [320–322]. However,
direct-conversion transceivers are typically sensitive to front-end related impairments, such as IQI, local
oscilator (LO) phase noise and amplifiers nonlinearities, which are often inevitable due to components
imperfections and manufacturing defects [49, 72, 323–336].

Motivated by this, this chapter is devoted in modelling the effect of IQI, phase noise and amplifiers
nonlinearities in single- and multi-carrier communication systems. Specifically, Section 4.1 presents the
single- and multi-carrier signal model for the TX and RX IQI. Section 4.2 focuses in the TX and RX LO
phase noise effect in single- and multi-carrier systems. Finally, Section 4.3 is devoted to the demonstration
of the signal models that takes into consideration the nonlinearity effect of the power amplifiers.
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Figure 4.1 Block diagram of a typical direct-conversion transmitter. In this block diagram, PAm and
DAC denote the power amplifier and the digital-to-analog converter, respectively.

4.1 In-phase and quadrature imbalance (IQI)

IQI stems from the unavoidable amplitude and phase differences between the physical analog in-phase
(I) and quadrature (Q) signal paths at the up- and down-converter of the TX and RX, respectively.
In particular, IQI occurs due to the error in the nominally 90o error shifter and the mismatch between
the amplitudes of the LO I and Q outputs. This problem arises mainly due to the finite tolerances
of the capacitors and the resistors used in the implementation of the analog front-end components
[277, 299, 319, 320, 334, 337–380].

4.1.1 Up-conversion in the presence of IQI

In this subsection, the up-conversion process of a time domain baseband signal, xb(t), in a direct-
conversion TX, is considered. As illustrated in Fig. 4.1, the real and imaginary part of xb(t) are first
passed through the digital-to-analog converters (DACs). The signal is then up-converted to RF, fc.
In the case of imperfect matching between the I and Q branches, the imbalanced LO signals used for
up-conversion can be expressed as [320]

mQ(t) = ǫt sin (ωct+ φt) , (4.1)

and

mI(t) = cos (ωct) , (4.2)

where ǫt and φt model the TX amplitude and phase mismatch, respectively, while

ωc = 2πfc. (4.3)

From (4.1) and (4.2), it is observed that in the case of perfect matching, the imbalance parameters are
ǫt = 1 and φt = 0.

Based on (4.1) and (4.2), the RF signal , xRF(t), can be obtained as

xRF(t) = 2ℜ{xb(t)}mQ(t)− 2ℑ{xb(t)}mI(t), (4.4)

or, equivalently

xRF(t) =
(
Kt

1xb(t) +
(
Kt

2

)∗
x∗b (t)

)
exp (jωct) +

((
Kt

1

)∗
x∗b (t) +Kt

2xb(t)
)
exp (−jωct) , (4.5)

where

Kt
1 =

1

2
(1 + ǫt exp (jφt)) (4.6)
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and

Kt
2 =

1

2
(1− ǫt exp (−jφt)) . (4.7)

In what follows, we refer toKt
1 andK

t
2 as TX IQI coefficients. It is also noted that the TX IQI coefficients

are algebraically linked to each other as

Kt
2 = 1−

(
Kt

1

)∗
. (4.8)

Moreover, the TX IQI coefficients are associated with the TX image rejection ratio (IRR), which deter-
mines the amount of attenuation of the image signal and is expressed as

IRRt =
|Kt

1|2
|Kt

2|2
. (4.9)

It is recalled here that for practical analog RF front-end electronics, the values of IRRt is typically in
the range of 20 dB− 40 dB [277, 278, 314, 321, 355, 367, 374–379, 381–384].

From (4.5), it is observed that the base band equivalent transmitted signal in the presence of IQI can
be obtained as

x(t) = Kt
1xb(t) +

(
Kt

2

)∗
x∗b (t). (4.10)

Note that for perfect TX matching, Kt
1 = 1, Kt

2 = 0, and (4.10) reduces to x(t) = xb(t).

4.1.2 Down-conversion in the presence of IQI

In this subsection, the down-conversion process of a time domain RF signal, yRF(t), in a direct-conversion
RX, is considered. As demonstrated in Fig. 4.2, the received RF signal is first pass through the LNA, and
then is down-converted to base band by a quadrature mixer. Low-pass filtering is applied in both the I
and Q branched to remove higher order modulation products. Finally, both signal are passed though an
analog-to-digital converter (ADC) and combined to form the base band signal. In the case of imperfect
matching between the I and Q branches, the imbalanced LO signals used for down-conversion can be
expressed as [320]

dQ(t) = −ǫr sin (ωct+ φr) (4.11)

and

dI(t) = cos (ωct) , (4.12)

where ǫt and φt model the TX amplitude and phase mismatch, respectively.
According to (4.11) and (4.12), the down-converted signal can be obtained as

y(t) = LPF {dI(t)yRF(t)}+ jLPF {dQ(t)yRF(t)} , (4.13)

where LPF {·} denotes the low-pass filtering operation. After some algebraic manipulations, (4.13) can
be rewritten as

y(t) = Kr
1yid(t) +Kr

2y
∗
id(t), (4.14)

where yid(t) denote the base band IQI-free signal. Furthermore, Kr
1 , K

r
2 are the RX IQI coefficients,

which can be obtained as

Kr
1 =

1

2
(1 + ǫr exp(−jφr)) (4.15)

and

Kr
2 =

1

2
(1− ǫr exp(jφr)) . (4.16)
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Figure 4.2 Block diagram of a typical direct-conversion receiver. In this block diagram, LNA, LPF and
ADC denote the low power amplifier, low pass filter and the analog-to-digital converter, respectively.

From (4.15) and (4.16), it is evident the the RX IQI coefficients are connected to each other as

Kr
2 = 1− (Kr

1)
∗ . (4.17)

Furthermore, the RX IQI coefficients are associated with the RX IRR as

IRRr =
|Kr

1 |2
|Kr

2 |2
. (4.18)

It is recalled here that for practical analog RF front-end electronics, the values of IRRr is typically in
the range of 20 dB− 40 dB.

4.1.3 Influence of IQI in single-carrier communications

The second terms in (4.10) and (4.14), namely (Kt
2)

∗
x∗b (t) and K

r
2y

∗
id(t), respectively, are caused by the

associated imbalances, and in the case of single-carrier transmission, they represent the self-interference
effect. This is illustrated on a conceptual level in Fig. 4.3, where the spectra of single carrier transmission
for both cases of IQI-free and IQI RF front-end is presented.

Furthermore, Fig. 4.4 depicts the effect of IQI on noiseless quadrature phase-shift keying (QPSK), 16
quadrature amplitude modulation (QAM), and 64-QAM symbol constellation. The rectagulars represent
the ideal symbols, whereas the circles and the stars stand for the TX and RX I/Q imbalanced symbols,
respectively. From this figure, it is evident that for the single-carrier transmission, the constellation is
expanded and skewed. Additionally, it is observed that as the constellation order increases, the impact of
IQI become more severe. In other words, IQI can be seen as a limiting factor for increasing the spectral
efficiency of wireless systems.

4.1.4 Influence of IQI in multi-carrier communications

In the case of multi-carrier communications, the second terms in (4.10) and (4.14), namely (Kt
2)

∗
x∗b (t)

and Kr
2y

∗
id(t), denote the image aliasing effect and result to crosstalk between mirror-frequencies at the

TX and RX in the up-converted and down-converted signals, respectively. This is illustrated in Fig. 4.5,
where the spectral of the noise-free received signal is presented for both cases of IQI and IQI-free RX.
Form this figure, we observe that subcarrier k experience interference from the signal received on the
mirror subcarrier −k, and vice versa. Since complex conjugate in the time domain corresponds to
complex conjugate and mirroring in the frequency domain, the spectrum of the imbalanced signal at the
k−th subcarrier at the TX and RX can be respectively obtained as

X(k) = Kt
1Xb(k) +

(
Kt

2

)∗
X∗
b (−k). (4.19)
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Figure 4.3 Spectra of the (noise-free) I/Q imbalanced transmitted and received signal: (a) at the TX,
before up-conversion, (b) at the TX, after up-conversion, when the TX RF front-end suffers from IQI,
where the intermixing of the image signal (in white) and the desired signal (in black) is clearly visible,
(c) at the TX, before down-conversion, (d) at the TX, after down-conversion, when the RX RF front-end
suffers from IQI, where the intermixing of the image signal (in white) and the desired signal (in black)
is clearly visible.

and

Y (k) = Kr
1Yid(k) +Kr

2Y
∗
id(−k), (4.20)

where Xb(k) and Xb(−k) denote the spectrum of the IQI free transmitted signal at the k and −k
subcarriers, respectively, whereas Yid(k) and Y ∗

id(−k) represent the spectrum of the IQI free received
signal at the k and −k subcarriers, respectively.

Fig. 4.6 demonstrates the impact of TX and RX IQI on noiseless 16-QAM symbol constellation, for
multi-carrier communications. From this figure, it is observed that, in the case of multi-carrier systems,
IQI results to mirror subcarrier interference, as well as gain and common phase errors. The mirror
subcarrier interference is pure noise, whose level depends on the power difference between the mirror
signal subcarriers and the level of IRR.

4.1.5 Frequency selective IQI

From (4.19) and (4.20), it can be seen that the modelled IQI has a frequency independent (FI) behavior.
Although the main source of IQI is generally FI, in multi-carrier transceivers IQI may have a frequency
selective (FS) behavior. FS IQI arises due to mismatches between filters and differences in group delay
in the I and Q branches [320, 342, 347, 353, 355, 385]. Hence, this subsection is devoted in presenting
the signal model of FS IQI. Specifically, we present the signal model of FS RX IQI; however, the same
results apply and for the case of FS TX IQI.

In the case of FS RX IQI, the received baseband signal can be expressed as [320, Eq. (5.37)]

ỹ(t) = gI(τ) ∗ (dI(t)yRF (t)) + jgQ(τ) ∗ (dQ(t)yRF (t)) , (4.21)

where gI(τ) and gQ(τ) model the impulse response of the LPFs of the I and Q branches, respectively.
Moreover, note that we assume that the LPFs can fully suppress the term at the double frequency.
Therefore, (4.21) can be equivalently written as

ỹ(t) = gI(τ) ∗
yid(t) + y∗id(t)

2
+ jgQ(τ) ∗

ǫr exp (−jφr) yid(t)− ǫrexp (jφr) y
∗
id(t)

2
. (4.22)
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Figure 4.4 Scatter plots of noiseless M-QAM signal, for single-carrier transmission. The rectangulars
denote the ideal symbols, while the circles and the stars represent the TX and RX imbalanced symbols,
respectively, with IRRr = IRRt = 20 dB and φr = φt = 5o.
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Figure 4.5 Spectra of the (noise-free) received signals: (a) before down-conversion (passband RF signal),
(b) after down-conversion, when ideal RF front-end is considered, and (c) after down-conversion, when
the RX RF front-end suffers from IQI, where for the 1st subcarrier, the intermixing of the image signal
(in black) and the desired signal (in grey) is clearly visible, while for the −1st subcarrier, the image and
desired signals are depicted in grey and black colors, respectively.

Next, by transforming (4.22) in the frequency domain, and after some algebraic manipulations, we
get the received signal at the k−th subcarrier

Ỹ (k) = K̃r
1(k)Yid(k) + K̃r

2(k)Y
∗
id(−k), (4.23)

where

K̃r
1 (k) =

1

2
(GI(k) + jǫr exp(−jφr)GQ(k)) (4.24)

and

K̃r
2(k) =

1

2
(GI(k)− jǫr exp(jφr)GQ(k)) . (4.25)

In (4.24) and (4.25), GI(k) and GQ(k) stand for the frequency responses of the low pass filters (LPFs)
for the k−th subcarrier for the I and Q branches. Moreover, note that since GI and GQ are frequency

responses of real filters, GI(k) = G∗
I(−k) and GQ(k) = G∗

Q(−k). Consequently, K̃r
1 (k) and K̃

r
2(−k) are

linked through

K̃r
2 (−k) = GI(k)−

(
K̃r

1(k)
)∗
. (4.26)

Additionally, in case the case of FS IQI, the IRR is defined as

IRRr(k) =
|K̃r

1 (k)|2
|K̃r

2 (k)|2
. (4.27)
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Figure 4.6 Scatter plots of noiseless 16-QAM signal, for multi-carrier transmission. The black rectan-
gulars denote the ideal symbols, while the red circles and the stars represent the TX and RX imbalanced
symbols, respectively, with IRRr = IRRt = 20 dB and φr = φt = 5o.

From (4.27), it is evident that the IRR varies as a function of the subcarrier index k.
By comparing (4.23) with (4.20), it is observed that the structure of the received frequency domain

signal in the case of FS IQI is very similar to the one in the case of FI IQI. The only difference is that the
IQI coefficients in the case of FS IQI is a function of the subcarrier index. Therefore, in what follows,
we assume FI IQI; however, the generalization to the SI case is straightforward using the methodology
presented in this section.

4.2 Phase noise

Noise is of major concern in LOs, because introducing even small noise into a LO leads to dramatic
changes in its frequency spectrum and timing properties. This phenomenon, peculiar to LOs, is known
as phase noise or timing jitter, and it was identified as one of the major performance limiting factors of
communication systems in several studies, see for example [49, 72, 277, 323, 328, 334, 336, 349, 380, 386–
425]. Generally, the disturbance of the amplitude of the oscillator output is marginal. As a result, most
influence of the oscillator imperfection is noticeable in random deviation of the frequency of the oscillator
output [320]. These frequency deviations are often modelled as a random excess phase, and therefore
referred to as phase noise. Phase noise will more and more appear to be a performance limiting factor
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Figure 4.7 PSD of (a) an ideal LO, and (b) a realistic LO.

especialy in the case of multi-carrier communications, when low-cost implementations or systems with
high carrier frequencies are considered [49, 336, 391], since, in those cases, it is harder to produce an
oscillator with sufficient stability [424, 426].

4.2.1 Phase noise modelling

In TX, the complex baseband signal is up-converted around a carrier frequency fc, while, in RX, it is
down-converted, using a mixer and a LO. A perfect LO has localized tones at discrete frequencies (i.e.,
harmonics). In other words, without phase noise, the oscillator processes at the TX and RX can be
respectively expressed as [320]

aid,t(t) = exp (j2πfct) (4.28)

and

aid,r(t) = exp (j2πfct) . (4.29)

On the other hand, in case of imperfect LO, these perfect tones are spread, resulting in high power levels
at neighboring frequencies. Now, by taking into consideration the LO phase noise, the LO processes can
be respectively obtained as

at(t) = ptaid,t(t) (4.30)

and

ar(t) = praid,r(t), (4.31)

with

pt(t) = exp (jθt(t)) (4.32)

and

pr(t) = exp (jθr(t)) (4.33)

where θt(t) and θr(t) are the TX and RX phase noise processes, respectively. Note that the phase noise
is commonly described in the frequency domain by its PSD, i.e., the ratio between the noise power
measured in 1 Hz bandwidth at a frequency offset, fm, and the power of the carrier [386, 398, 427].
As illustrated in Fig. 4.7, in the frequency domain, the ideal LO process is a Dirac function, while the
realistic LO process present a kind of “skirt”, due to the effect of phase noise. Moreover, by using
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the discrete time equivalent baseband model, the LO processes, pX (n) (X ∈ {t, r}), for the n−th time
sample can be obtained as

pX (n) = exp (jθX (n)) . (4.34)

Next, by assuming that the LOs, which are used for up- and down-conversion, are built as free-running
oscillators, θX (t) (X ∈ {t, r}) can be modeled as Brownian phase noise process1 (also known as Wiener
or random walk process), i.e.,

θX (n) =

n∑

m=1

θX (m− 1) + ǫ(n), (4.35)

where ǫ(n) is a zero-mean real Gaussian random variable with variance

σ2
ǫ =

4πβ

W
, (4.36)

and W , β are the bandwidth of the RF signal and the the 3 − dB bandwidth of the LO process. Note
that for typical LOs, the 3− dB bandwidth is in the order of few tens or hundreds of Hz.

4.2.2 Influence of phase noise in single-carrier communications

In the case of single-carrier communication systems, phase noise is multiplicative. Therefore, the base
band equivalent signal at the output of the LO can be expressed as

vo = exp (jθX ) vi, (4.37)

where X ∈ {t, r} and vi stands for the base band equivalent signal at the input of the LO. From (4.37), it
is evident that, unless the phase noise parameters are accurately estimated and compensated [432], phase
noise results in time-varying rotation of the signal constellation from symbol to symbol and erroneous
data detection [415, 429]. This is illustrated in Fig. 4.8, where a QPSK symbol constellation in the
presence of phase noise is plotted. Note that such effect, if small, is relatively easily compensated by
constellation de-rotation.

4.2.3 Influence of phase noise in multi-carrier communications

In the case of multi-carrier communication systems, the n−th sample of the base band equivalent signal
carried by the sub-carrier k at the output of the LO, which is used either for up- or down-conversion,
can be obtained as [277, 278, 417]

yk(n) = exp (jθX (n))
∑

l∈SK

xl(n) exp (j2π(fl − fk)n) ∗ b(n)

= exp (jθX (n))xk(n) ∗ b(n) + exp (jθX (n))
∑

l ∈ SK
l 6= k

xl(n) exp (j2π(fl − fk)n) ∗ b(n), (4.38)

where

SK = {−K/2, · · · ,−1, 1, · · · ,K/2} (4.39)

stands for the set of the K sub-carriers carried by the RF signal, b(n) is the channel impulse response
of a base band selection filter, and fk is the normalized frequency that can be expressed as

fk = sgn(k)
2|k| − 1

2K
. (4.40)

1Note that this model is commonly used to describe the behavior of practical oscillators [391, 401, 419, 424, 427–431],
since it comes from the integration of the system perturbation over time.
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Figure 4.8 Scatter plot of single-carrier QPSK signal with and without phase noise. The black rectan-
gulars denote the ideal symbols, while the red circles stand for the case imperfect LO with σ2

ǫ = 0.076.
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Figure 4.9 Scatter plot of multi-carrier 16-QAM signal with and without phase noise. The black
rectangulars denote the ideal symbols, while the red circles stand for the case imperfect LO.

From (4.38), it is observed that in case of multi-carrier systems, the effect of phase noise is much more
complex and severe, compared to the single-carrier scenarios. This is because in the frequency domain,
the effect can been seen as spread of the received signals [320, 427]. Therefore, in addition that every
multi-carrier symbol is phase rotated (similarly to a single-carrier symbol), also the subcarriers spread on
top of each other causing inter-carrier interference (ICI) [277, 278, 391, 392, 417, 433]. This is illustrated
in Fig. 4.9, where a 16-QAM symbol constellation in the presence of phase noise is plotted.
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4.3 Amplifier non-linearities

In order to incorporate the impact of amplifier non-linearities, we first need to explain the input/output
relation of the amplifier. In general, for a complex base band input signal represented as

uin(t) = A(t) exp (jφ(t)) , (4.41)

the signal at the output of an amplifier with amplitude gain gA (A(t)) and phase gain gφ (A(t)), can be
obtained as [153, 320, 427]

uout(t) = gA (A(t)) exp ((jφ(t) + jgφ (A(t))) . (4.42)

There are various types of amplifier models for the amplitude and phase gains, such as ideal clipping,
traveling wave tube, and solid-state amplifier model [153]. Fortunately, all the models can be encom-
passed under the umbrella of a polynomial amplifier model. In general, a polynomial amplifier model can
simultaneously mode amplitude-to-amplitude modulation (AM-AM) and amplitude-to-phase modulation
(AM-PM) distortion, by the following curve fitting of degree N :

g(uin) = exp (jgφ)

N∑

n=1

βnA
n, (4.43)

where the model parameters βn are generally complex coefficients. Note that for the special case of only
AM-AM distortion, the distortion coefficients, βn, are real.

By this preamble and regarding the Bussgang’s theorem [320, 434–437], the distorted signal at the
output of the non-linearity can be written as [325, 438–443]

uout(t) = αu+ e, (4.44)

where u is the input signal, whereas α and e represent the non-linearity parameters, which model the
amplitude/phase distortion and the non-linear distortion, respectively. Note that the distortion noise
term ǫ is statistically independent of u, i.e.,

E [ue∗] = 0. (4.45)

Moreover, according to Bussgang’s theorem, e is a zero-mean random variable2 with variance σ2
e . Consid-

ering the polynomial amplifier model, the amplification factor, α, and the variance, σ2
e , can respectively

obtained as [320]

α =

N−1∑

n=0

βn+12
−n/2σ2

uΓ (1 + n/2) , (4.46)

and

σ2
e =

2M∑

n=2

γn2
−n/2σ2

uΓ (1 + n/2)− |a|2 σ2
u, (4.47)

where

γn =

n−1∑

m=1

β̂mβ̂
∗
n−m, (4.48)

and

β̂m =

{
βm, 1 ≤ m ≤M + 1
0, m > M + 1

, (4.49)

2Based on the Bussgang’s theorem, if the input to the non-linearity is a zero-mean Gaussian process, the error term
can be modelled as a Gaussian random variable[320, 434, 435]. Moreover, note that this special case was also stated in
Price’s theorem [444].
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Figure 4.10 The influence of the ideal clipping non-linearity on the 16-QAM symbol constellation.

where σ2
u represent the variance of the signal u. Furthermore, if an ideal clipping model is employed to

describe the amplifiers non-linearities, the amplification factor, α, and the variance, σ2
e , can be simplified

as [320]

α = 1− exp (− IBO) +
√
2π IBOQ (2 IBO) (4.50)

and
σ2
ek = σ2

u

(
1− α2 − exp (− IBO)

)
, (4.51)

where

IBO =
A2
o

σ2
u

, (4.52)

denotes the input back-off factor and Ao is the power amplifier’s clipping level. Note that with practical
RF front-end electronics IBO belongs in the range of 2− 10 dB.

The influence of the ideal clipping amplifier on a 16−QAM symbol constellation is illustrated in
Fig. 4.10. In this simulation, the system experience neither the effect of fading channel nor AWGN.
From this figure, it can be observed that the lower the IBO, the higher the power of the distortion term,
e, is; hence, the higher the influence of the non-linearities on the symbol at the output of the amplifier
is. Moreover, the mean of the symbols at the output of the amplifier is scaled with decreasing IBO.





Chapter 5

On the effects of IQI in cascaded fading channels

This chapter is devoted to the quantification and evaluation of the effect of RF IQI on wireless commu-
nications in the context of cascaded fading channels for both single-carrier and multi-carrier systems.
To this end, closed form expressions are firstly derived for the outage probability over N*Nakagami−m
channels for the cases of ideal TX and RX, ideal TX and IQI RX, IQI TX and ideal RX, and joint TX/RX
IQI. The offered expressions along with several deduced corresponding special cases are subsequently
employed in the context of V2V communications to justify their importance and practical usefulness in
the context of emerging communication systems.

The research results which are presented in this chapter are included in [375, 378, 382].

5.1 Introduction to cascaded fading channels

Due to the different nature of fading conditions, several statistical models have been proposed for chara-
cterizing and modeling fading envelopes under short-term, long-term, and composite fading channels. For
example, the Nakagami-m and lognormal distributions have been proposed for accounting for short-term
fading, also known as multipath fading, and long-term fading, also known as shadowing, respectively.
Likewise, several composite fading models have been proposed for accounting for the simultaneous oc-
currence of multipath fading and shadowing effects (see [445–455] and references therein). In the same
context, multiplicative cascaded fading models have been more recently introduced in [456–458]. The
physical interpretation of these models is justified by considering received signals generated by the prod-
uct of a large number of rays reflected via N statistically independent scatterers [456]. Based on this,
the N*Nakagami−m distribution was introduced in [457] corresponding to the product of N statistically
independent, but not necessarily identically distributed Nakagami−m random variables. This model is
generic as it includes several special cases of more elementary cascaded fading models. For example, for
the specific case of N = 2 and m = 1, it reduces to the double Rayleigh distribution, which has been
shown useful in modeling fading effects in mobile-to-mobile communications [459].

5.2 Related work

In spite of the paramount importance of RF front-ends on the performance of wireless communication
systems, the detrimental effects of RF impairments has been overlooked in the vast majority of reported
analyses. The effect of RF impairments, modeled as independent and identically distributed (i.i.d)
additive Gaussian noise, was investigated in [329, 331, 335, 460, 461]. In [366], the impact of IQI on
the performance of OFDM systems was investigated. In particular, a SINR expression was evaluated,
considering TX-only IQI, RX-only IQI, and joint TX/RX IQI, with equal levels of IQI at the TX and
RX ends. Likewise, the effects of IQI on multi-carrier receivers was analyzed in [337, 462]; specifically,
the authors in [337] analyzed the impact of the IQI on the BER performance of an OFDM based system
with M−QAM, whereas the case of received OFDM signals subject to an I/Q imbalanced transceiver
was derived in [462] along with a respective compensation algorithm.

In the context of cooperative communications, the performance of amplify-and-forward dual hop
relay systems under IQI was thoroughly investigated in [350, 367, 463–466]. In more details, novel
analytical expressions for the symbol error probability (SEP) over Rayleigh fading channels were derived
in [350, 463, 464]. In the former, IQI was assumed only at the destination node, while upper and lower
bounds for the respective SEP were reported in [463, 464] for the case of joint TX/RX IQI. Likewise,
the authors in [465] derived analytic expression for the outage probability, considering independent and
non-identical distribution Nakagami−m fading channels, joint TX/RX IQI at the relay nodes and ideal

59
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RF front-ends at the source and destination. Moreover, the case of dual hop opportunistic OFDM in the
presence of IQI in all nodes was addressed in [367], where the outage probability was derived considering
statistically independent, frequency-selective channels in all wireless links. Furthermore, the effects of
IQI in the context of two way AF relaying and MIMO systems were investigated in [369, 466] and
[350, 354, 358, 467], respectively. Specifically, in [466] and [369], the effects of IQI in two-way amplify-
and-forward relaying systems for the case of independent, non-identically distributed Nakagami-m fading
channels, were studied. Furthermore, the authors in [350] investigated the impact of IQI in single-carrier
MIMO systems and proposed a base band compensation method, whereas the authors in [467] analyzed
the performance degradation of both TX and RX IQI in a space division multiplexing based MIMO
OFDM system, where the SER performance results were derived for the case of Rayleigh multipath
fading channels. Finally, in [358], the effects of IQI in maximum ratio transmission beamforming OFDM
systems were studied, while, in [354], the authors proposed a low-complexity IQI compensation method
for MIMO OFDM systems.

5.3 Contribution

The technical contribution of this chapter is outlined below:

• Novel analytic expressions are derived for the outage probability in single-carrier systems over
N*Nakagami−m fading channels for the following three scenarios: i) IQI at the TX only; ii) IQI
at the RX only; iii) joint IQI at the TX/RX.

• The above outage probability analysis is extended to a multi-carrier scenario by additionally taking
into account the impact of the presence or the absence of a signal at the mirror frequency channel.

• The offered analytic results along with useful deduced special cases are readily applied in the context
of V2V communication scenarios, which provides explicit justification of their overall importance
and practical usefulness.

• A simple and tight lower bound is additionally proposed for the case of RX IQI in the multi-carrier
scenario. To this effect, a lower bound for the outage probability is observed in the corresponding
cases of RX IQI and joint TX/RX IQI.

5.4 Organization

The remainder of the chapter is organized as follows: Section 5.5 presents the single-carrier and multi-
carrier system models for all possible configurations of ideal/impaired TX/RX. Section 5.6 is devoted to
the derivation of the novel analytic expressions for the corresponding outage probability metrics. Section
5.7 demonstrates an application of the offered results in V2V communications over N*Nakagami-m
channels. Respective numerical results and discussions are provided in section 5.8, while closing remarks
are provided in Section 5.9.

5.5 System and signal model

In this section, we revisit the ideal signal model, which is, henceforth, referred to as ideal RF, as well
as the realistic IQI signal models in both single-carrier and multi-carrier direct-conversion TX and RX
scenarios for the case that TX and RX are equipped with a single antenna.

5.5.1 Ideal RF front-end

We assume a transmitted signal, s, transmitted over a flat wireless channel, h, with an AWGN, n. The
received RF signal is passed through various processing stages, also known as the RF front-end of the RX.
These stages include filtering, amplification, analog I/Q demodulation, down-conversion to base band
and sampling. To this effect, the corresponding base band equivalent received signal can be expressed as

rideal = hs+ n, (5.1)
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where h is the channel coefficient and n denotes the circularly symmetric complex AWGN. It is assumed
that the transmitted signal experiences cascaded fading conditions modeled by a N*Nakagami-m process,
which is composed of N ≥ 1 independent, but not necessarily identical, Nakagami-m random variables.
Based on this, the instantaneous SNR per symbol at the RX input can be expressed as

γideal =
Es
N0

|h|2 , (5.2)

where Es denotes the energy per transmitted symbol and N0 is the single-sided AWGN PSD. Therefore,
the corresponding average SNR can be obtained as

γ =
Es
N0

N∏

i=1

Ωi, (5.3)

with Ωi denoting the scaling parameter of the ith Nakagami-m process [457].
In the case of multi-carrier systems, the corresponding base band equivalent received signal at the

k − th subcarrier is represented as follows:

rid (k) = h (k) s (k) + n (k) , (5.4)

where s (k) is the transmitted signal at the k − th subcarrier, whereas h (k) and n (k) denote the cor-
responding channel coefficient and the circular symmetric complex AWGN, respectively. Hence, the
corresponding instantaneous and average SNRs can be expressed as

γid (k) =
Es
N0

|h (k)|2 (5.5)

and

γid (k) =
Es
N0

N∏

i=1

Ωi (k) , (5.6)

respectively.

5.5.2 Single-carrier systems impaired by IQI

In this subsection, we present the signal model for single-carrier transmission in which the TX and/or
the RX suffers from IQI.

5.5.2.1 TX impaired by IQI

In this scenario, it is assumed that TX experiences IQI, while the RF front-end of the RX is ideal. To
this effect, it follows from (4.10) that the base band equivalent transmitted signal can be expressed as

sIQI = Kt
1s+Kt

2s
∗, (5.7)

whereas the base band equivalent received signal is given by

rtIQI = hsIQI + n = Kt
1hs+Kt

2hs
∗ + n. (5.8)

Furthermore, the instantaneous SINR per symbol at the input of the RX can be obtained as

γ =
|Kt

1|
2 |h|2 Es

|Kt
2|

2 |h|2Es +N0

, (5.9)

which after basic algebraic manipulations can be re-written as follows:

γ =
1

1
IRRt

+ 1

|Kt
1|2

1
γideal

. (5.10)

In the context of direct-conversion TX, the IQI effect can be considered as the so-called self-image
problem, which is the case when the base band equivalent transmitted signal is essentially interfered by
its own complex conjugate [328].
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5.5.2.2 RX impaired by IQI

In this scenario, it is assumed that the RX experiences IQI, while the TX RF front-end is ideal. Based
on (4.14), the base band equivalent received signal can be obtained as

r = Kr
1hs+Kr

2h
∗s∗ +Kr

1n+Kr
2n

∗. (5.11)

The corresponding instantaneous SINR per symbol at the input of the RX can be expressed as

γ =
|Kr

1 |2 |h|2Es
|Kr

2 |2 |h|2Es +
(
|Kr

1 |2 + |Kr
2 |2
)
N0

, (5.12)

which after basic algebraic manipulations can equivalently be rewritten as

γ =
1

1
IRRr

+
(
1 + 1

IRRr

)
1

γideal

. (5.13)

5.5.2.3 Joint TX/RX impaired by IQI

In this scenario, it is assumed that both the TX and the RX experience IQI. To this effect, and based
on (4.10) and (4.14), it follows that the base band equivalent received signal can be expressed as

r = (ξ11h+ ξ22h
∗) s+ (ξ12h+ ξ21h

∗) s∗ +Kr
1n+Kr

2n
∗, (5.14)

where

ξ11 = Kr
1K

t
1, (5.15)

ξ22 = Kr
2

(
Kt

2

)∗
, (5.16)

ξ12 = Kr
1K

t
2 (5.17)

and
ξ21 = Kr

2

(
Kt

1

)∗
. (5.18)

Based on (5.14), the instantaneous SINR per symbol at the input of the RX is given by

γ =
|Z|2Es

|W |2 Es +
(
|Kr

1 |2 + |Kr
2 |2
)
N0

, (5.19)

with
|Z|2 = |ξ11h+ ξ22h

∗|2 , (5.20)

|W |2 = |ξ12h+ ξ21h
∗|2 = |ξ12|2 |h|2 + |ξ21|2 |h|2 + 2ℜ

{
ξ12ξ21h

2
}
, (5.21)

whereas

|ξ22|2

|ξ11|2
=

1

IRRrIRRt
, (5.22)

which practically lies in the range of [−43,−28 dB]. As a result, it can be accurately assumed that

|Z|2 ≈ |ξ11|2 |h|2 , (5.23)

while due to the inequality

2ℜ
{
ξ12ξ21h

2
}
<< |ξ12|2 |h|2 + |ξ21|2 |h|2 . (5.24)

equation (5.21) can be accurately represented as

|W |2 ≈ |ξ12|2 |h|2 + |ξ21|2 |h|2 . (5.25)

To this effect, it follows that (5.19) can be rewritten as

γ ≈ |ξ11|2

|ξ12|2 + |ξ21|2 +
(
|Kr

1 |2 + |Kr
2 |2
)

1
γideal

. (5.26)

It is noted here that (5.26) is particularly accurate, since the relative error does not exceed 1%.
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5.5.3 Multi-carrier systems impaired by IQI

In the case of multi-carrier transmission, we assume that multiple RF subcarriers are down-converted to
the base band by means of wideband direct-conversion, where the RF spectrum is translated to the base
band in a single down-conversion [321]. For notational convenience, we denote the set of channels as

SK = {−K, · · · ,−1, 1, · · · ,K} (5.27)

and the base band equivalent IQI−free transmitted signal at the k− th subcarrier as s (k). In addition,
the parameter θ ∈ {0, 1} indicates the existence of a signal at subcarrier −k.

5.5.3.1 TX impaired by IQI

In this scenario, it is assumed that the RF front-end of the RX is ideal, while the TX experiences IQI.
Therefore, with the aid of (4.19), it follows that the base band equivalent transmitted signal in the k−th
subcarrier can be expressed as

sIQI (k) = Kt
1s (k) + θKt

2s
∗ (−k) . (5.28)

Notably, (5.28) exhibits that IQI causes the transmitted base band equivalent signal at subcarrier k,
s(k), to be distorted by its image signal at subcarrier −k, s∗(−k). In other words, in a multi-carrier
system, the effect of IQI result in crosstalk between the mirror frequencies in the down-converted signal
[299]. To this effect, the corresponding base band received signal becomes

r (k) = h (k) sIQI (k) + n (k) , (5.29)

which, with the aid of (5.28), can be equivalently rewritten as

r (k) = Kt
1h (k) s (k) +Kt

2h (k) s
∗ (−k) + n (k) . (5.30)

Moreover, the corresponding instantaneous SINR per symbol at the input of the RX can be obtained as

γ (k) =
|Kt

1|
2 |h (k)|2Es

θ |Kt
2|

2 |h (k)|2Es +N0

, (5.31)

which, after carrying out basic algebraic manipulations, can be expressed as

γ (k) =
1

θ 1
IRRt

+ 1

|Kt
1|2

1
γid(k)

. (5.32)

5.5.3.2 RX impaired by IQI

In this scenario, it is assumed that the RF front-end of the TX is ideal, while the RX experiences IQI.
Hence, by recalling once more (4.20), the base band equivalent received signal in the k − th subcarrier
can be expressed as

r (k) = Kr
1h (k) s (k) + θKr

2h
∗ (−k) s∗ (−k) +Kr

1n (k) +Kr
2n

∗ (−k) . (5.33)

With the aid of the above expression, it is shown that IQI is the reason that the received base band
equivalent signal at the k−th subcarrier, s(k), is interfered by the image signal at subcarrier −k, s∗(−k).
The instantaneous SINR per symbol at the input of the RX can be expressed as

γ (k) =
|Kr

1 |2 |h (k)|2Es
|Kr

2 |2 |h (−k)|2Es +
(
|Kr

1 |2 + |Kr
2 |2
)
N0

=
γid (k)

θ γid(−k)IRRr
+
(
1 + 1

IRRr

) , (5.34)

where γid (k) is given by (5.5), and

γid (−k) =
|h (−k)|2Es

N0
, (5.35)

represents the instantaneous SNR at subcarrier −k of the corresponding IQI-free system.
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5.5.3.3 Joint TX/RX impaired by IQI

Finally, it is assumed that both the TX and RX experience IQI. Thus, with the aid of (8.10), and after
some basic algebraic manipulations, the base band equivalent received signal at the k−th subcarrier can
be expressed as

r (k) = (ξ11h (k) + ξ22h
∗ (−k)) s (k) + (ξ12h (k) + ξ21h

∗ (−k)) s∗ (−k) +Kr
1n (k) +Kr

2n
∗ (−k) , (5.36)

which indicates that IQI renders the received base band equivalent signal at the k − th subcarrier,
s(k), subject to interference by its image signal at subcarrier −k, s∗(−k). Therefore, the corresponding
instantaneous SINR per symbol at the input of the RX can be obtained as

γ (k) =
|ZMC (k)|2Es

|WMC (k)|2Es +
(
|Kr

1 |2 + |Kr
2 |2
)
N0

, (5.37)

where

|ZMC (k)|2 = |ξ11h (k) + ξ22h
∗ (−k)|2 (5.38)

and

|WMC (k)|2 = |ξ12h (k) + ξ21h
∗ (−k)|2 . (5.39)

Likewise, (5.38) can be accurately expressed as

|ZMC (k)|2 ≈ |ξ11|2 |h (k)|2 . (5.40)

In addition, it is noted that the correlation between the channel responses at the k − th subcarrier and
its image is small, due to their large spectral separation. To this effect, it is realistic to assume them
statistically independent, which satisfies the following expression:

E [ℜ{ξ12ξ∗21h (k)h∗ (−k)}] ≈ 0. (5.41)

Based on (5.41), |WMC(k)|2 can be tightly approximated as

|WMC (k)|2 ≈ |ξ12|2 |h (k)|2 + |ξ21|2 |h∗ (−k)|2 . (5.42)

Furthermore, based on (5.42), it immediately follows that (5.37) can be expressed as

γ (k) ≈ |ξ11|2 γid (k)
θ |ξ12|2 γid (k) + θ |ξ21|2 γid (−k) + |Kr

1 |2 + |Kr
2 |2

, (5.43)

which is a particularly accurate and simple representation. In general, it is emphasized that the nature
of IQI is clearly different in the single-carrier and multi-carrier transmission cases. This is primarily
because in the multi-carrier case, the image subcarrier carries an independent data symbol, while in the
single-carrier case the image is the complex conjugate of the signal itself. Furthermore, the fading at
mirror subcarriers is generally different, while in the single-carrier case the signal and its own conjugate
experience the same fading process.

5.6 Outage probability over cascaded fading channels

It is recalled that the outage probability can be defined as the probability that the symbol error rate
is greater than a certain quality of service requirement and is computed as the probability that the
instantaneous SNR or SINR falls below the corresponding pre-determined threshold [468]. In what
follows, we derive a novel analytical framework for the outage probability over N*Nakagami−m fading
channels subject to the aforementioned IQI scenarios in both single-carrier and multi-carrier systems.
The offered analytic expressions are validated through extensive comparisons with respective results
from computer simulations.
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5.6.1 Ideal RF front-end

In the case of N*Nakagami-m fading channels, the CDF of γideal is given by [457, Eq. (13)]

Fγideal(γ) =
1

∏N
i=1 Γ (mi)

GN,11,N+1

(
γ

γ

N∏

i=1

mi

∣∣∣∣
1

m1,m2, · · · ,mN , 0

)
, (5.44)

where Γ(·) and Gv,ws,t (·) denote the gamma function and the Meijer’s G-function [274]. Based on this,
the corresponding PDF of γideal is expressed as [457, Eq. (14)], namely

fγideal (γ) =

GN,00,N

(
γ
γ

∏N
i=1mi

∣∣∣∣
−

m1,m2, . . . ,mN

)

γ
∏N
i=1 Γ (mi)

. (5.45)

5.6.2 Single-carrier systems impaired by IQI

In this subsection, the outage probabilities for the three scenarios, namely IQI at TX only, IQI at RX
only, and joint IQI at TX and RX, in the case of single-carrier transmission, are derived.

5.6.2.1 TX impaired by IQI

Using (5.10) and (5.44), it follows that the outage probability can be expressed as

Pout = Fγideal


 1

|Kt
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2
(

1
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− 1
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1
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 , (5.46)

with c. Moreover, γth stand for the SNR threshold, which is connected with the targeted data rate, rth,
by

γth = 2rth − 1. (5.47)

Note that if γth > IRRt, or equivalently rth > log2 (IRRt + 1), then Pout = 1. This indicates the
importance of taking into consideration the levels of IQI, when the targeted data rate is selected.

5.6.2.2 RX impaired by IQI

With the aid of (5.13) and (5.44), the corresponding outage probability is given by

Pout = Fγideal

(
1 + 1

IRRr

1
γth

− 1
IRRr

)

=
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i=1 Γ (mi)

GN,11,N+1

(
1

γ

1 + 1
IRRr

1
γth

− 1
IRRr

N∏

i=1

mi

∣∣∣∣
1

m1,m2, · · · ,mN , 0

)
, (5.48)

with γth ≤ IRRr. Note that if γth > IRRr, then Pout = 1.

5.6.2.3 Joint TX/RX impaired by IQI

Using (5.26) and (5.44), the outage probability in this case is expressed as

Pout = Fγideal


 |Kr

1 |2 + |Kr
2 |2

|ξ11|
2

γth
−
(
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 , (5.49)
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with γth ≤ |ξ11|
2

|ξ12|
2+|ξ21|

2 , otherwise Pout = 1.

5.6.3 Multi-carrier systems impaired by IQI

Similar analytic expressions can be derived for the case of multi-carrier transmission.

5.6.3.1 TX impaired by IQI

Based on the signal model in Section 5.5.3.1, and assuming a known θ, it immediately follows that

Fγ (γth |θ ) = Fγideal


 1

|Kt
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 , (5.50)

with γth ≤ IRRt.
It is also assumed here that θ follows a Bernoulli distribution with CDF

Pr (θ) =

{
q, θ = 1

1− q, θ = 0
(5.51)

and q ∈ [0, 1]. To this effect, the corresponding unconditional outage probability can be expressed
as follows:

Pout = qFγideal
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2
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1
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+ (1− q)Fγideal

(
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|Kt
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2

)
. (5.52)

5.6.3.2 RX impaired by IQI

Based on the signal model presented in Section 5.5.3.2, assuming a given image channel realization, SNR,
γideal (−k), and a known θ, it follows that

Fγ (γth |γideal (−k) , θ ) = Fγideal

((
θ
γideal (−k)
IRRr

+ 1 +
1

IRRr

)
γth

)
. (5.53)

If θ = 1, the unconditional CDF can be expressed as follows

Fγ (γth |θ = 1) =

∫ ∞

0

Fγideal
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IRRr
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)
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)
fγideal (x) dx. (5.54)

By also taking into consideration (5.44) and (5.45), (5.54) can be rewritten as

Fγ (γth |θ = 1) =
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which after some basic algebraic manipulations can be equivalently expressed as follows:

Fγ (γth |θ = 1) =
1
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where

y = bx, (5.57)

b =
γth
γ

1

IRRr

N∏

i=1

mi, (5.58)

c =
γth
γ

(
1 +

1

IRRr

) N∏

i=1

mi (5.59)

and

d =
1

γ
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i=1

mi. (5.60)

Importantly, (5.56) can be expressed in terms of the Meijer G−function in [274] yielding
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Likewise, when θ = 0 the corresponding unconditional CDF can be readily deduced, namely

Fγ (γth |θ = 0) = Fγideal

((
1 +

1

IRRr

)
γth

)

=
1

∏N
i=1 Γ (mi)

GN,11,N+1

((
1 +

1

IRRr

)
γth
γ(k)

N∏

i=1

mi

∣∣∣∣
1

m1,m2, · · · ,mN , 0

)
. (5.62)

Based on the above analysis, the corresponding unconditional outage probability can be expressed as

Pout = q
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 . (5.63)

5.6.3.3 Joint TX/RX impaired by IQI

By recalling (5.43) and assuming a given γideal (−k) and a known θ, it immediately follows that

Fγ (γth |γideal (−k) , θ ) =Fγideal
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(
θ |ξ21|2 γideal (−k) + |Kr
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2 |2
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 . (5.64)

Likewise, in the case of θ = 1, the unconditional CDF can be formulated as

Fγ (γth |θ = 1) =
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 fγideal (x) dx, (5.65)

which with the aid of (5.44)−(5.45) and carrying out some basic algebraic manipulations can be equiv-
alently expressed as

Fγ (γth |θ = 1) =
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Note that in (5.66), y, g, l and u stand for

y = gx, (5.67)
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|ξ21|2 γth
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)
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and
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mi. (5.70)

It is evident that (5.56) can be also expressed in terms of the Meijer G−function [274], namely
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In the same context, when θ = 0, the corresponding unconditional CDF can be obtained as

Fγ (γth |θ = 0) = Fγideal
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. (5.72)

To this effect, it immediately follows that the unconditional outage probability can be expressed as
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The offered analytic expressions can be readily computed in popular mathematical software packages
such as MAPLE, MATHEMATICA and MATLAB.

5.7 Applications in vehicle-to-vehicle (V2V) communications

It is well known that V2V communications constitute a fundamental part of emerging communica-
tion systems [469, 470]. This also includes intelligent transportation systems (ITSs), which have been
attracting considerable attention due to the large number of applications that they can be deployed
for [471, 472]. It is recalled that the transmitted signals in V2V communication systems experience
fading effects that typically differ from conventional cellular communications scenarios [473, 474]. This
difference arises from the moving nature and the position of the involved TX/RX as well as the presence
of reflectors/scatterers in highways and urban environments. As a result, the omnidirectional TX and
RX antennas in these systems are located at relatively low elevations and thus, the corresponding wire-
less channel has been shown to exhibit a non-stationary behavior. As a consequence, the performance of
corresponding communication systems is subject to non-negligible deteriorations in terms of throughput
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h

Figure 5.1 Indicative V2V Communication Scenario.

and outage probability, which becomes particularly problematic in certain communications scenarios
including safety applications [475]. To this effect, wireless channels in V2V communications should be
accurately characterized and modeled in order to evaluate the performance of these systems precisely
and incorporate the essential techniques that are capable of ensuring the fulfillment of the corresponding
application requirements, resulting to efficient and robust wireless transmission. To this end, we con-
sider a V2V communication system, where the TX and RX are equipped with a single antenna. In this
context, we evaluate the corresponding outage probability over cascaded fading channels for both single-
and multi-carrier direct conversion transceivers impaired by IQI.

5.7.1 Single-carrier V2V communication system

As illustrated in 5.1, the complex fading coefficient of the considered wireless communication link is
represented by h and is assumed to be the product of statistically independent, but not necessarily
identically distributed N*Nakagami−m RVs, namely [473]

h =

N∏

i=1

hi. (5.74)

It is recalled here that due to the nature of the surrounding environment, the position of the antennas
and the mobility of both the transmitter and receiver, the double and triple Nakagami−m distribu-
tions have been proven adequate to model fading in basic V2V communications [473]. In what follows,
simple analytic expressions are derived for the corresponding measures for these cases which constitute
special cases of the more generic N*Nakagami−m fading distribution and are expressed in a simpler
algebraic form.

5.7.1.1 Double Nakagami-m channel

It is recalled that the envelope PDF of double Nakagami−m channels, i.e., N = 2, is given in [457, Eq.
(6)]. Based on this and with the aid of [476, Eq. (2.3)], it immediately follows that
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Based on (5.75), the corresponding CDF is given by

Fγ(x) = A
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which can be expressed in closed form with the aid of [477, Eq. (1.12.2)] yielding
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where pFq(·) denotes the generalized hypergeometric function [477]. It is noted here that the above
expression is not valid when m1 = m2 as the gamma function is by definition undefined for zero values
of its argument1. In the same context as above, for the special case that m1 −m2 ± 1

2 ∈ N, the Kn(·)
function in (5.75) can be expressed according to [274, Eq. (8.468)]. Based on this and by performing
the necessary variable transformation, the SNR PDF of the double Nakagami−m fading model can be
alternatively expressed as
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whereas the corresponding CDF is given by
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The above integral can be expressed in closed form with the aid of [274, Eq. (8.350.1)]. As a result, by
performing the necessary change of variables and substituting in (5.81) it follows that
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which is also valid for the case that m1 −m2 ± 1
2 ∈ N.

To this effect, in the case of single-carrier V2V communication with only TX impaired with IQI,
(5.46) can be straightforwardly expressed as
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which with the aid of (5.79) and (5.81) can be equivalently rewritten as
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Likewise, for the special case that m1 −m2 ± 1
2 ∈ N it can be further simplified to
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with γ(a, x) denoting the lower incomplete gamma function [477].

1In such cases the corresponding results can be obtained with the aid of the generic analytic expressions in Section 5.6.
This is also the case in the respective considered scenarios in Section 5.8.
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In the same context, in the case of only RX impaired with IQI, eq. (5.48) can be re-written as
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or alternatively as
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which is also valid when m1 6= m2. Furthermore, for the special case that m1 −m2 ± 1
2 ∈ N, the outage

probability can be expressed as
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Finally, in the case of joint IQI, equation (5.49) can be readily expressed as

Pout =
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which with the aid of (5.79) and (5.82) can be alternatively expressed as
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whereas for the case that m1 −m2 ± 1
2 ∈ N, it can be further simplified to

Pout=A√
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It is recalled here that when the distance separating the involved vehicles is larger than 5m, the
corresponding LoS component tends to disappear and fading becomes more severe [474]. This also
includes double Rayleigh fading conditions [459, 478, 479], which constitute a special case of the double
Nakagami−m for m2 = m1 = 1.
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5.7.1.2 Triple Nakagami-m channel

In the case of triple Nakagami−m fading channels, it immediately follows from (5.44) that the CDF of
γid can be obtained as

Fγid (γ) =
1

Γ (m1) Γ (m2) Γ (m3)
G3,1

1,4

(
γ

γ
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−
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)
. (5.92)

Therefore, in case of TX impaired by IQI, equation (5.46) can be expressed as
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whereas in the case of RX impaired by IQI, equation (5.48) can be re-written as follows
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Likewise, in the case of joint TX/RX IQI and with the aid of (5.49), it immediately follows
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5.7.2 Multi-carrier V2V communication system

In this subsection, we assume that h (k) and h (−k) represent the base band equivalent wireless commu-
nication links complex fading coefficients of subcarriers k and −k, respectively, whose magnitudes |h (k)|
and |h (−k)| follow a cascaded Nakagami−m distribution. This corresponds to the case of the product
of statistically independent, but not necessarily identically distributed N*Nakagami−m RVs. To this
effect, it immediately follows that

|h (k)| =
N∏

i=1

|hi (k)| , (5.96)

and

|h (−k)| =
N∏

i=1

|hi (−k)| . (5.97)

It is recalled that, due to the nature of the surrounding environment, |h (k)| and |h (−k)| can be also
adequately modeled by double or triple Nakagami−m processes.
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5.7.2.1 Double Nakagami−m channels

In the case of double Nakagami−m fading channels, the SNR CDF is given by (5.79). Thus, in the case
of TX impaired by IQI, (5.52) can be expressed as
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Note that (5.98) is valid when m1 6= m2. For the special case that m1 − m2 ± 1
2 ∈ N, the outage

probability can be alternatively expressed with the aid of (5.82), which yields
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In the same context, in the case of only RX impaired with IQI, (5.63) can be rewritten as
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whereas for the case of joint IQI, (5.73) can be expressed as
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It is again recalled that as the distance between the communicating vehicles becomes larger than 5m,
the involved LOS component tends to disappear, which renders the corresponding fading environments
more severe, including double Rayleigh fading conditions, i.e., m2 = m1 = 1.

5.7.2.2 Triple Nakagami-m channels

In case of triple Nakagami-m channels, the outage probability in the case that the TX is impaired with
IQI is given by setting into (5.52) N = 3, namely
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whereas in the case of RX impaired with IQI, (5.63) can be rewritten as
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Finally, in the case of joint TX/RX IQI, (5.73) can be expressed as
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5.8 Numerical results

In this section, we evaluate and illustrate the effects of IQI on the performance of wireless communica-
tions over cascaded Nakagami-m fading channels in terms of the corresponding outage probability. The
notation m = {m1,m2, · · · ,mN} denotes up to N*Nakagami-m channels, i.e. m = {m1,m2,m3} for
N = 3, with fading m−parameters of m1, m2, and m3, respectively. We also consider that the SNR
is normalized with respect to γth, which implies that the outage probability is evaluated as a function
of γ/γth. Furthermore, it is important to note that, unless otherwise is stated, in the following figures,
the numerical results are shown with continuous lines, while markers are employed to illustrate the
simulation results.

To this end, Fig. 5.2 illustrates the outage probability versus the normalized SNR for the different
considered TX/RX scenarios for the case of single-carrier communications. Specifically, we compare
the outage probability between the ideal RF front-end, the RX imbalanced, the TX imbalanced and
joint TX/RX imbalanced cases when the IRR = 20 dB, and φ = 3o. We consider the two cases of ǫ < 1
(continuous lines), and ǫ > 1 (dashed lines). Furthermore, different channels have been considered, where
m = 1, m = {1, 1} and m = {1, 1, 1, 1} corresponds to the Rayleigh, double Rayleigh and N*Rayleigh
with N = 4 channels respectively. It is shown that the performance degradation created by the IQI



5.8. Numerical results 75

-5 0 5 10 15 20 25 30
10-3

10-2

10-1

100

m={1}

m={1,1}

 

 

O
ut

ag
e 

Pr
ob

ab
ilit

y

Normalized SNR (dB)

 Ideal RF front-end
 RX IQI
 TX IQI
 joint TX/RX IQI

m={1,1,1,1}

Figure 5.2 Single-carrier system Pout as a function of the normalized outage SNR, when IRR = 20 dB,
φ = 3o, ǫ ≃ 0.824 (continuous lines), and ǫ ≃ 1.21364 (dashed lines).

is somewhat less severe compared to the detrimental effects of cascaded fading. For example, for the
case of γ/γth = 10 dB, the outage probability in the case of Rayleigh fading is nearly half the outage
probability value in the case of double Rayleigh fading. In addition, in the case of double Rayleigh
fading channels, the assumption of ideal RF front-end results to around 20% error in the corresponding
outage probability. These results highlight the importance of both accurate channel characterization
and modeling as well as accounting for RF impairments, in the realistic performance analysis and design
of wireless communication systems. It is also interesting to note that, when ǫ < 1, the effects of TX IQI
only on the outage probability degradation are more severe than the corresponding effects of RX IQI
only. The underlying reason is that the SINR is higher in the case of RX IQI only than in the case of TX

IQI only, since the noise is multiplied by
(
|Kr

1 |2 + |Kr
2 |2
)
, which for ǫ < 1 does not exceed 1. Moreover,

it is worth mentioning that in case of ǫ > 1, the RX IQI effects are the most severe since the noise is

multiplied by
(
|Kr

1 |2 + |Kr
2 |2
)
, which in this case is greater than 1. Interestingly, in case of ǫ > 1, the

TX IQI only system outperforms even the corresponding ideal RF front-end system. As can be drawn
from (8.6) and (8.7), when ǫ > 1, for practical levels of IQI, it follows that |Kt

1|
2
> 1, and |Kt

2|
2 → 0.

Therefore, eq. (5.9) can be tightly approximated as

γ ≈
∣∣Kt

1

∣∣2 γideal (5.105)

which, for ǫ > 1, is greater than γideal.
Fig. 5.3 shows the effects of the IRR on the outage probability in case of single-carrier communication

systems considering double Rayleigh and double Nakagami-m, with m = {0.5, 0.5}, m = {2, 2} and
m = {3, 3} fading conditions with joint TX/RX IQI. It is evident that the outage probability decreases
as the m values are increased, for a given SNR value, while, as expected, the outage probability is
improved when the IRR is increased. For example, for the case of double Nakagami−m conditions with
γ = 10 dB, taking an RF front-end with an IRR of 27 dB instead of 20 dB, decreases the corresponding
outage probability by 30%. Notably, since the IRR of practical RF front-ends lies in the range of
20 − 40 dB, these results highlight the importance of taking RF impairments such as the IQI into
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Figure 5.3 Single-carrier system Pout as a function of the normalized outage SNR, for different values
of IRR, when ǫ < 1, and φ = 3o.

consideration. Likewise, it is also shown that it is of paramount importance to take into account the
effects of cascaded fading conditions, as the difference in comparison with non-multiplicative fading is
about an order of magnitude in both low and high SNR regimes.

Fig. 5.4 shows the effects of the IRR on the outage probability for the different considered TX/RX
scenarios assuming double Nakagami-m, with m = {2, 2} and m = {3, 3}, fading channels. It is evident
that the outage probability is lower for the case of double Nakagami-m fading with m = {3, 3} compared
to the double Nakagami-m fading with m = {2, 2}, while, as expected, the outage probability is improved
when the IRR is increased. For example, for the case of double Nakagami−m with m = {3, 3} conditions
with γ/γth = 20 dB, taking an RF front-end with an IRR of 25 dB instead of 20 dB, decreases the
corresponding outage probability by 47%, in case of joint TX/RX IQI. Consequently, for realistic levels of
hardware imperfections, these results highlight the detrimental effects of IQI and indicate the importance
of taking RF impairments and the statistics of the channel into consideration.

Next, we consider the case of multi-carrier transmission and evaluate the effects of IQI on the outage
probability in the case of signal absence and signal presence at the carrier −k, i.e., q = 0 and q = 1,
respectively. We assume mutually uncorrelated channel gains between the carrier k and its image, −k.
The outage probability of multi-carrier systems with q = 0 over N*Rayleigh channels is demonstrated in
Fig. 5.5, where the impact of cascaded channels on the corresponding performance is clearly observed.
Yet, it is noticed that when there is no signal in the image subcarrier, the signal carried by subcarrier k
is interference-free. As a result, the performance degradation caused by the RF front-end IQI is much
lower than the corresponding degradation in the single-carrier transmission scenario. In fact, when
IRR = 25 dB, the outage probability is nearly the same as in the cases that the TX and/or RX are
ideal. These results are expected, since the mirror-interference effects of IQI are nullified when there is
no signal in subcarrier −k. Furthermore, we observe that as N increases, the performance degradation
become more severe. For instance, for N = 8, the outage probability is higher than 10−1, even for
extreme values of normalized SNR. This finding reveals that in case of q = 0, the main source of outage
probability degradation is the impact of the cascaded channels and not the hardware imperfections.

Fig. 5.6 depicts the outage probability versus the normalized SNR for multi-carrier systems, over
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Figure 5.4 Single-carrier system Pout as a function of the IRR, when SNR = 20dB and φ = 3o.
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Figure 5.5 Multi-carrier system Pout as a function of the normalized outage SNR when q = 0, IRR =
25 dB, φ = 3o, considering N*Rayleigh channels.
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Figure 5.6 Multi-carrier system Pout as a function of the normalized outage SNR when q = 1, IRR =
20 dB, φ = 3o.

both Rayleigh and double Rayleigh channels, for the case of a signal present in subcarrier −k, i.e. q = 1.
In this case the IQI causes distortion of the transmitted baseband equivalent signal at the kth subcarrier,
s(k), by its image signal at subcarrier −k. Furthermore, we observe a lower bound in the case of ideal
TX and I/Q imbalanced RX. Intuitively, in case of TX IQI only, mirroring occurs already at TX and the
total signal at subcarrier k, original and mirrored term, both travel through h(k), i.e. fading does not
change their ratio. However, in case of RX IQI only, mirroring occurs after wireless transmission over
the multiplicative fading channel, so there can be a challenging scenario when h(k) has low value (deep
fade) and h(−k) is strong, so the mirrored term can be very strong. Furthermore, as can be drawn from
(9.44), in the high SNR regime, in the presence of signal in subcarrier −k, the instantaneous SINR per
symbol can be accurately approximated by

γ(k) ≈ γideal(k)

γideal(−k)
IRRr. (5.106)

Furthermore, assuming γideal (k) ≈ γideal (−k), it follows that

γ (k) ≈ IRRr. (5.107)

In other words, we observe that the maximum achievable SINR is constraint to the IRR levels, because
of the effects of IQI.

To this effect, it is shown that the SINR exhibits an upper bound which in turn results to a lower
bound in the corresponding outage probability performance. It is noted that the same behavior is
experienced in the case of joint TX/RX IQI. Hence, it is evident that this lower bound can create
detrimental effects on the performance of communication systems, which stresses the importance of the
provided performance analysis and the requirement for efficient compensation techniques.

Fig. 5.7 illustrates the outage probability as a function of the normalized SNR, for different values
of q, when m = {1, 1}, IRR = 20 dB, and φ = 3o, in case of ideal TX and I/Q imbalanced RX. From
this figure, it is evident that, for fixed normalized SNR, as q increases, the probability of interference
to the signal at the k − th subcarrier, by its image signal at subcarrier −k increases; consequently, the
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Figure 5.7 Multi-carrier system Pout as a function of the normalized SNR, for different values of q,
when m = {1, 1}, IRR = 20 dB, and φ = 3o.

outage probability increases. For example, for normalized SNR equals 30 dB, the outage probabilities
for q = 0.5 and q = 1 are respectively 8.77×10−2, and 16.74×10−2. This result indicates the importance
of taking the effect of mirror interference uncertainty into consideration.

Finally, Fig. 5.8 compares the outage probability of multi-carrier systems over double-Rayleigh chan-
nels, when q = 0 and q = 1. It is observed that the detrimental effects of IQI on the outage probability
performance are significantly increased when a signal is present in subcarrier −k. Specifically, in the
case of q = 1 and RX or joint TX/RX IQI, as SNR increases, the mirror-interference increases, resulting
to an outage probability lower bound. In the worst case scenario, where IRR = 20 dB, this bound is
in the order of 9 × 10−1, which may not be acceptable in practice. Meanwhile, the presence of a signal
in subcarrier −k creates no impact, as expected, on the performance of multi-carrier systems, when the
RF front-end is considered ideal.

5.9 Conclusions

The present chapter investigated the outage probability performance of single-carrier and multi-carrier
systems over cascaded Nakagami-m channels in the presence of IQI at the RF front-end. For the multi-
carrier systems, we considered the case that the channel −k is both occupied and unoccupied by an
information signal while for each system, we considered three scenarios in our analysis corresponding to
ideal TX with I/Q imbalanced RX, I/Q imbalanced TX with ideal RX, and joint I/Q imbalanced TX
and RX. The ideal case was also taken into consideration for comparison and the derived analytic results
were validated through extensive comparisons with respective results from computer simulations. It was
shown that in single-carrier systems the performance degradation caused by IQI in one or both of the RF
front-end is more significant than in multi-carrier systems when q = 0, while by far the most challenging
case is when q = 1 in multi-carrier system, in particular in case of RX or joint TX/RX IQI. Furthermore,
it was observed in all cases that IQI introduces significant effects that result to non-negligible outage
probability degradations whereas an lower bound on the outage probability was observed in the high SNR
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Figure 5.8 Multi-carrier system Pout as a function of the normalized outage SNR when m = {1, 1},
IRR = 20 dB, and φ = 3o.

regime. Additionally, it was shown that the effect of cascaded fading conditions on the outage probability
performance are significant as the number of scatterers along with the involved severity of fading can
increase or decrease the corresponding performance by about an order of magnitude at both low and
high SNR regimes. Finally, the validity and practical usefulness of the offered results were verified by
applying them in realistic wireless applications in the context of vehicle-to-vehicle communications over
cascaded fading channels providing meaningful insights on the performance of such systems.



Chapter 6

Spectrum sensing in full duplex cognitive radio

networks under IQI

This chapter is devoted to quantify and evaluate the effects of IQI in single- and multi-channel EDs
operating in FD mode, under both cooperative and non-cooperative spectrum sensing scenarios. In
this context, closed-form expressions are derived for the false alarm and detection probabilities in the
general case, where partial SIS and joint TX and RX IQI, are considered. Furthermore, simplified
closed form expressions for the special cases, where either the RF front-end is ideal or the SIS technique
is perfect, are also presented. The presented analytical results have been verified through extensive
simulations and indicate that the IQI and partial SIS can significantly affect spectrum sensing accuracy
in FD-based CRNs. Specifically, if ideal RF front-end is assumed, spectrum sensing error can significantly
increase, leading to a reduction in the CRN performance and negatively affect the performance of primary
(PR) networks. Hence, when designing spectrum sharing algorithms for FD-based CRNs, the hardware
impairments should be considered in order to improve the CRN performance, while minimizing the
negative effects on PR users.

The results of the research presented in this chapter are included in [377, 378].

6.1 Introduction to spectrum sensing in full duplex cognitive radio
networks

The rapid growth of wireless communications and the foreseen spectrum occupancy problems have in-
spired the evolution of the concept of CR [248]. As a result, CR have recently been adopted in several
wireless communication standards, such as LTE [480], wireless fidelity (WiFi-IEEE 802.11), Zigbee
(IEEE 802.15.4), and worldwide interoperability for microwave access (WiMAX-IEEE 802.16) [481]. In
traditional CR scenarios, the transceivers operate in HD mode, i.e., at a given time interval, they can
either transmit or receive/sense, but not both. However, the feasibility of enabling FD CR communica-
tions (i.e., transmit and receive/sense simultaneously over the same frequency channel) has been recently
demonstrated by combining traditional and novel SIS techniques [482].

One essential functionality in the operation of CRs, whether they operate in HD or FD mode, is
spectrum sensing (identifying temporarily vacant portions of spectrum). As a consequence, a great
deal of effort was put in deriving optimal, sub-optimal, ad-hoc and cooperative techniques, as well as
analyzing their spectrum sensing capabilities [247, 251, 251, 257, 260, 262, 483, 484]. Most of these works
assumed ideal RF front-end for the CR transceivers. However, practical CR devices suffer from hardware
imperfections, such as LNA non-linearities [485], local oscillator phase noise [404], and IQI [465, 466].
Particularly, IQI ultimately leads to imperfect image rejection that incurs considerable performance
degradation [299, 319, 466].

6.2 Related work

In the context of CRs, several studies have shown that these imperfections restrict the spectrum sensing
capabilities of HD CR systems [277–279, 360, 417, 485–488]. More specifically, in [279], the authors
demonstrated the negative effects of IQI on spectrum sensing, considering both cases of single- and
multi-channel SU direct-conversion RX. In [488], closed form expressions for the detection and false
alarm probabilities for the Neyman-Pearson detector were presented, considering the spectrum sensing
problem in single-channel OFDM CR system, under joint TX and RX IQI. On the other hand, the effects
of transmit hardware imperfections in PU-SU BS cooperative FD CR systems was investigated in [489],

81
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where the problem of interest was to find the achievable primary-cognitive rate region by studying the
cognitive rate maximization problem. Nonetheless, in that work, the effects of transmit hardware im-
pairments were approximated as a complex Gaussian process, while the effects of RX RF imperfections
were neglected; as a result, the impact of RF impairments in the spectrum sensing capabilities of the
CR devises was not taken into consideration. In summary, several communication protocols and mech-
anisms have been proposed for CRNs. However, most of them did not consider the effects of hardware
impairments, which can severely degrade the CRNs performance.

6.3 Contribution

In this chapter, we study the joint impact of the RF impairments and partial SIS on the CR device’s
spectrum sensing capability. Specifically, the contribution of this chapter can be summarized as follows:

• Signal models that describe the joint effects of IQI and partial SIS, are presented, for single- and
multi-channel EDs.

• The analytical framework to evaluate the false alarm and the detection probabilities of both single-
and multi-channel EDs, which are constrained by hardware imperfections for FD-based CR systems,
is derived.

• Based on the offered expressions for the false alarm and detection probabilities, the spectrum
sensing capabilities of the I/Q imbalanced FD-based CRs with the ideal RF front-end FD CRs and
the corresponding HD system, are compared.

• The analysis is extended in the case of cooperative sensing, where each SU has different IQI and SIS
capabilities levels. Each SU independently senses each PR channel, estimates whether it is busy
or idle, and reports its estimation to the other SUs. Then, each SU decides the availability of the
sensed channel using the AND, the OR, or the MAJORITY rule to combine the SUs’ estimations.

• Finally, to demonstrate the detrimental effects of IQI and partial SIS, several examples of false
alarm/detection probabilities and ROC are demonstrated for different SIS and IQI levels.

6.4 Organization

The rest of the chapter is organized as follows. The system and signal models for both single- and
multi-channel EDs, when the transceivers suffer from IQI and partial SIS, are presented in Section
6.5. The analytical framework for evaluating the false alarm and detection probabilities are provided in
Section 6.6, while in Section 6.7, the analysis is extended in the case of cooperative sensing. Numerical
and simulation results that verify the analysis and illustrate the detrimental effects of IQI and partial
SIS, are presented in Section 6.8. Finally, Section 6.9 concludes the paper by summarizing its main
contribution.

6.5 System and signal model

As demonstrated in Fig. 6.1, we consider a CRN, which consists of several PUs and the CR devices
operate in FD mode. Each SU CR device is considered to be a low-cost transceiver that suffer from
joint TX/RX IQI. Furthermore, it is assumed that each SU, i, has partial SIS capability, measured by
the degree of SIS (ai ∈ [0, 1]). Note that if ai = 0, the SU has complete SIS capability. We assume that
interference between SU links are resolved by implementing an appropriate multiple access scheme (see
for example [490, 491]). Moreover, for both scenarios of single- and multi-channel EDs, for simplicity
and without any loss of generality, we ignore the path loss between the SU’s TX and its RX at the same
node, i.e., hii = 1. The channel gain between the TX i and RX j at distance dij is

hij = Cdni,j , (6.1)

where C is a frequency dependent constant and n is the path-loss exponent.
The remainder of this section is organized as follows. In Section 6.5.1, the signal model for the single-

channel ED is given, while in Section 6.5.2, the signal model for the multi-channel ED is presented.
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Figure 6.1 A SU link that opportunistically accesses the spectrum of a PR network.

6.5.1 Single-channel energy detector

Note that sensing only one particular frequency channel at a time is a rather limited scenario in general
CR and spectrum sensing context [279]. However, for completeness, we analyze the impact of IQI and
partial SIS on the spectrum sensing performance of a single-channel ED.

Two hypotheses of PU absent/present can be determined through the parameter θ ∈ {0, 1}. For a
given θ, the n−th sample of the received baseband equivalent signal for the SU i in case of single-channel
EDs, can be expressed as

yi(n) = θxi(n) + aisi(n) + wi, (6.2)

where xi(n), si(n) and wi(n) are respectively the n−th sample of the I/Q imbalanced received PU signal
by the i-th SU, the I/Q imbalanced received signal due to the SU’s own transmission before applying
SIS, and the I/Q imbalanced noise, given by [320]

xi(n) = Kr
1,ixid,i(n) +Kr

2,ix
∗
id,i(n), (6.3)

si(n) = ξ1,isid,i + ξ2,is
∗
id,i (6.4)

and

wi(n) = Kr
1,iwid,i(n) +Kr

2,iw
∗
id,i(n), (6.5)

where xid,i(n), sid,i(n) and wid,i(n) are respectively the circularly symmetric complex white Gaussian
(CSCWG) processes that models the received PU signal1, the received signal due to the SU’s own

1This is a generally accepted assumption in case of vector representation of signal, where the signals can be characterized
by complex random variables. In this case, the real and imaginary part of the signal are normally distributed; hence, the
complex signal can be modeled as a zero-mean complex Gaussian variable. Furthermore, since the real and imaginary
part of the signal can be assumed statistically independent and have equal variance, the signals are circularly symmetric
complex Gaussian. Note that this assumption was employed in several published works, such as in [279, 492] and [277].
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transmission before applying SIS and the received noise, when ideal RF front-end is considered. The
parameters ξ1,i and ξ2,i model the joint effect of TX/RX IQI and can be obtained as

ξ1,i = Kr
1,iK

t
1,i +Kr

2,i

(
Kt

2,i

)∗
, (6.6)

and

ξ2,i = Kr
1,iK

t
2,i +

(
Kt

1,i

)∗
Kr

2,i, (6.7)

where Kt
1,i, K

t
2,i, and Kr

1,i, K
r
2,i stand for the TX and the RX IQI coefficients, which, according

to (4.6), (4.7), (4.15) and (4.16) are given by

Kt
1,i =

1 + ǫtie
jφt

i

2
, Kt

2,i =
1− ǫtie

−jφt
i

2
, (6.8)

Kr
1,i =

1 + ǫri e
−jφr

i

2
, Kr

2,i =
1− ǫri e

jφr
i

2
, (6.9)

with ǫ
t/r
i and φ

t/r
i denoting the amplitude and phase imbalance at the i−th TX/RX. Note that the IQI

coefficients are connected through the following relation

K
t/r
1,i = 1−

(
K
t/r
2,i

)∗
. (6.10)

Let IRR be the image rejection ratio that is given by

IRR
t/r
i =

∣∣∣Kt/r
1,i

∣∣∣
2

∣∣∣Kt/r
2,i

∣∣∣
2 . (6.11)

Note, that for practical transceivers IRR is in the range of [20, 40 dB] [299, 307, 314, 321, 367, 374–
376, 382, 383].

By substituting (6.10) into (6.6) and (6.7), and after some algebraic manipulations, we show that

ξ1,i = 1− ξ∗2,i. (6.12)

It is important to note that according to (6.2)–(6.5), the received signal at the i−th SU, yi, is not
only interfered by the transmitted signal sid,i, but it is also interfered by the signals s∗id,i and x

∗
id,i, due

to the effects of IQI. Moreover, based on the received signal model in (6.2), the sensing channel is either
vacant with only channel noise or occupied by a PU signal together with the channel noise.

6.5.2 Multi-channel energy detector

In the case of multi-channel ED, we assume that 2K RF channels, denoted as

SK = {−K, · · · ,−1, 1, · · · ,K}, (6.13)

are down-converted to baseband using the wideband direct-conversion principle. This scenario was also
considered in [279], where the sensitivity of wideband energy detection in HD CR systems was illustrated.

The baseband equivalent received signal model for an arbitrary channel k ∈ SK at the i−th SU is
given by

yi,k(n) = θkK
r
1,ixi,k(n) + θ−kK

r
2,ix

∗
i,−k(n) + θ̃kaiξ1,isi,k(n) + θ̃−kaiξ2,is

∗
i,−k(n)

+Kr
1,iwi,k(n) +Kr

2,iw
∗
i,−k(n), (6.14)

where xi,k(n), si,k(n) and wi,k(n) are zero-mean CSCWG processes with variances σ2
xi,k

, σ2
si,k

and σ2
wi,k

,
respectively, which represent the ideal received PU signal, the ideal received signal due to the SU’s own
transmission before applying SIS, and the received noise over channel k sampled at time instant n. The
parameters θk ∈ {0, 1} and θ̃k ∈ {0, 1} indicate the existence of a PU signal and a transmitted signal at
channel k.

From (6.14), it is evident that the received signal at the arbitrary channel k at the i−th SU, yi,k,
may not only interfered by the transmitted signal at the channel k, si,k, but it may also interfered by
the transmitted signal at channel −k, s∗i,−k, due to the joint effects of IQI and partial SIS, as well as
the received signal at channel −k, x∗i,−k, due to the effects of IQI. The levels of interference depends on
the levels of IQI and the degree of SIS, as well as the existence of PU and SU activities at channels k
and −k.
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6.6 False alarm and detection probabilities

In this section, we present closed form expressions to evaluate the false alarm and detection probabilities
of hardware constrained EDs. Specifically, in Sections 6.6.1 and 6.6.2, we study the single- and multi-
channel ED cases, respectively.

6.6.1 Single-channel energy detector

In the case of single-channel ED, we assume that the SU employs the classical ED, where the test
statistics is evaluated according to [277] as

Ti =
1

Ns

Ns−1∑

n=0

|yi(n)|2 . (6.15)

In (6.15), Ns is the number of complex samples used for spectrum sensing. This test statistics are
compared against a given threshold, γ, to decide whether the channel is busy or idle, i.e., if Ti < γ, the
ED decides that the channel is idle, otherwise is busy.

In the propositions and special cases that follows, we evaluate the cumulative distribution function
(CDF) of the test statistics for the general case, where the CR devices suffer from the joint effects of
TX/RX IQI and the SIS is partial. We also consider the special cases of ideal TX and RX RF front-ends
and perfect SIS.

Proposition 6.1. The distribution of the energy test statistics conditional to θ, when the SU has partial
SIS and suffers from IQI, for a sufficient large number of samples (Ns) can be well approximated by a
Gaussian distribution with CDF

F (γ |θ ) = 1−Q

(
γ − µθ√

σ2
θ

)
, (6.16)

where µθ and σ2
θ stand for the mean and variance of the test statistics, and are given by

µθ =
(∣∣Kr

1,i

∣∣2 +
∣∣Kr

2,i

∣∣2
) (
θσ2

xid
+ σ2

wid

)
+ a2i

(
|ξ1,i|2 + |ξ2,i|2

)
σ2
s,id, (6.17)

and

σ2
θ =

2θkrσ
4
xid,i

+ 2a4i kt,rσ
4
sid,i

+ 2krσ
4
wid,i

+ θkxwσ
2
xid
σ2
wid

+ kxsw
(
θσ2

xid
+ σ2

wid

)
a2iσ

2
sid − µ2

θ

Ns
, (6.18)

where

kr =
∣∣Kr

1,i

∣∣4 +
∣∣Kr

2,i

∣∣4 + 6
∣∣Kr

1,i

∣∣2 ∣∣Kr
2,i

∣∣2 + 2ℜ{Kr
1,i}2ℑ{Kr

1,i}2 + 2ℜ{Kr
2,i}2ℑ{Kr

2,i}2, (6.19)

ktr =
∣∣ξr1,i

∣∣4 +
∣∣ξr2,i

∣∣4 + 6
∣∣ξr1,i

∣∣2 ∣∣ξr2,i
∣∣2 + 2ℜ{ξr1,i}2ℑ{ξr1,i}2 + 2ℜ{ξr2,i}2ℑ{ξr2,i}2, (6.20)

kxw =
((

2ℜ
{
Kr

1,i

}
− 1
)2

+ 4ℑ
{
Kr

1,i

}2)2
+ 2

(∣∣Kr
1,i

∣∣2 +
∣∣Kr

2,i

∣∣2
)2

+ 1, (6.21)

and

kxsw =
((

2ℜ
{
Kr

1,i

}
− 1
)2

+ 4ℑ
{
Kr

1,i

}2)(
(2ℜ{ξ1,i} − 1)

2
+ 4ℑ{ξ1,i}2

)

+ 2
(∣∣Kr

1,i

∣∣2 +
∣∣Kr

2,i

∣∣2
)(

|ξ1,i|2 + |ξ2,i|2
)
+ 1. (6.22)

Proof. Please refer to the Appendix C. �

Note that the exact distribution of the test statistics is rather complicated because of the dependency
between the random variables (ℜ{yi} and ℑ{yi}), due to the effects of IQI.

Using now the derived distribution for the test statistics, the false alarm and the detection probabil-
ities, when the SU has partial SIS and suffers from IQI, can be computed as

Pfa = Pr (T > γ |θ = 0) = Q

(
γ − µ0√

σ2
0

)
(6.23)
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and

Pd = Pr (T > γ |θ = 1) = Q

(
γ − µ1√

σ2
1

)
. (6.24)

For a target false alarm probability, P̃fa, the energy threshold can be evaluated using (6.23), which yields

γ̃ =
√
σ2
0 Q

−1
(
P̃fa

)
+ µ0, (6.25)

while in this case the detection probability, based on (6.24), is given by

P̃d = Q



√
σ2
0 Q

−1
(
P̃fa

)
+ µ0 − µ1

√
σ2
1


 . (6.26)

6.6.1.1 Special Case 1 (Partial SIS and ideal TX/RX front-end)

In the case of partial SIS and ideal TX/RX RF front-end, Kt
1,i = Kr

1,i = 1, Kt
2,i = Kr

2,i = 0, and
consequently ξ1,i = 1 and ξ2,i = 0. Hence, based on (6.19)–(6.22), kr = ktr = 1 and kxw = kxsw = 4.
Substituting these values in (6.17) and (6.18), and after some algebraic manipulations, we see that the
mean and the variance of the SU received signal are respectively given by

µ2
θ = θσ2

xid
+ a2iσ

2
s,id + σ2

wid
(6.27)

and

σ2
θ =

µ2
θ

Ns
. (6.28)

Proposition 6.2. In case of ideal RF front-end and partial SIS, the test statistics conditional to θ
follows chi-square distribution with 2Ns degrees of freedom and a CDF given by

F (x |θ ) =
γ

(
Ns,

Nsx
2σ2

yi|θ

)

Γ (Ns)
, (6.29)

where σ2
yi|θ

is the variance of yi obtained by

σ2
yi|θ

= E
[∣∣yi|θ

∣∣2
]
= θσ2

xid
+ a2iσ

2
sid + σ2

wid
. (6.30)

Proof. Please refer to the Appendix D. �

6.6.1.2 Special Case 2 (Perfect SIS and ideal TX/RX front-end)

In the case of perfect SIS and ideal TX/RX SU RF front-end, Kt
1,i = Kr

1,i = ξ1,i = 1, Kt
2,i = Kr

2,i =
ξ2,i = 0 and ai = 0. Substituting these values in (6.17) and (6.18), we prove that the mean and the
variance of the SU received signal are respectively given by

µ2
θ = θσ2

xid
+ σ2

wid
(6.31)

and

σ2
θ =

µ2
θ

Ns
. (6.32)

Note that (6.31) and (6.32) coincide with [279, Eq. (3)], which refers to an ideal RF front-end HD
CR system. In other words, in case of ideal RF front-end transceivers, regardless of whether the system
operates in HD or FD mode with perfect SIS, the EDs achieve the same spectrum sensing capabilities.
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6.6.1.3 Special Case 3 (Partial SIS and joint TX/RX IQI)

In the case of perfect SIS (ai = 0) and joint TX/RX IQI, the mean and the variance of the SU received
signal are respectively given by

µ2
θ =

(∣∣Kr
1,i

∣∣2 +
∣∣Kr

2,i

∣∣2
) (
θσ2

xid
+ σ2

wid

)
, (6.33)

and

σ2
θ =

2θkrσ
4
xid,i

+ 2krσ
4
wid,i

+ θkxwσ
2
xid
σ2
wid

− µ2
θ

Ns
. (6.34)

6.6.2 Multi-channel energy detector

In the case of multi-channel ED, we assume that each SU employs the classical wideband ED, which
calculates the test statistics at each channel k according to

Ti,k =
1

Ns

Ns−1∑

n=0

|yi,k(n)|2 . (6.35)

Note that Ti,k is compared against a threshold (γ) to decide whether the channel is busy or idle.
In the proposition that follows, we evaluate the CDF of the test statistics for the general case, where

the CR devices suffer from the joint effects of TX/RX IQI and the SIS is partial.

Proposition 6.3. The distribution of the energy test statistics conditional to Θ =
{
θ−k, θk, θ̃−k, θ̃−k

}
,

when the SU has partial SIS and suffers from IQI, for a sufficient large number of samples (Ns), is
Gaussian with CDF

F (γ |Θ) = 1−Q

(
γ − µΘ√

σ2
Θ

)
, (6.36)

where µΘ and σ2
Θ denote the mean and the variance of the test statistics, respectively, which are respec-

tively obtained as

µΘ = θk
∣∣Kr

1,i

∣∣2 σ2
xi,k

+ θ−k
∣∣Kr

2,i

∣∣2 σ2
xi,−k

+ θ̃ka
2
i |ξ1,i|2 σ2

si,k + θ̃−ka
2
i |ξ2,i|2 σ2

si,−k

+
∣∣Kr

1,i

∣∣2 σ2
wi,k

+
∣∣Kr

2,i

∣∣2 σ2
wi,−k

. (6.37)

and

σ2
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1
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. (6.38)

Note that α, β, δ and ζ in (6.38) are as follows

α = ℜ{Kr
1,i}ℜ{Kr

2,i}+ ℑ{Kr
1,i}ℑ{Kr

2,i}, (6.39)

β = ℜ{Kr
1,i}ℑ{Kr

2,i}+ ℑ{Kr
1,i}ℜ{Kr

2,i}, (6.40)

δ = ℜ{ξ1,i}ℜ{ξ2,i}+ ℑ{ξ1,i}ℑ{ξ2,i}, (6.41)

and

ζ = ℜ{ξ1,i}ℑ{ξ2,i}+ ℑ{ξ1,i}ℜ{ξ2,i}. (6.42)
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Proof. Please refer to the Appendix E. �

Using the derived expressions for the energy test statistics distribution, the conditioned to Θ false
alarm and the detection probabilities, when the SU has partial SIS and suffers from IQI, can be derived by

Pfa

(
Θ = {θ−k, θk = 0, θ̃−k, θ̃k}

)
= Q

(
γ − µΘ√

σ2
Θ

)
, (6.43)

and

Pd

(
Θ = {θ−k, θk = 1, θ̃−k, θ̃k}

)
= Q

(
γ − µΘ√

σ2
Θ

)
. (6.44)

Moreover, by considering that the PU existence parameter at image channel θ−k and the SU existence
parameters at channels −k and k are Bernoulli distributed for any arbitrary channels (with success
parameters p−k, p̃−k and p̃k, respectively) the false alarm and detection probabilities can respectively
be expressed as

PFA =
∑

Θ∈{θ−k,θk=0,θ̃−k,θ̃k}

(θ−kp−k + (1− θ−k) (1− p−k))
(
θ̃−kp̃−k +

(
1− θ̃−k

)
(1− p̃−k)

)

×
(
θ̃kp̃k +

(
1− θ̃k

)
(1− p̃k)

)
Pfa (Θ) , (6.45)

and

PD =
∑

Θ∈{θ−k,θk=1,θ̃−k,θ̃k}

(θ−kp−k + (1− θ−k) (1− p−k))
(
θ̃−kp̃−k +

(
1− θ̃−k

)
(1− p̃−k)

)

×
(
θ̃kp̃k +

(
1− θ̃k

)
(1− p̃k)

)
Pd (Θ) . (6.46)

Note that PFA and PD are not only affected by the level of IQI and SIS technique’s capability, but they
are also affected by the uncertainty of PU signal over channels k and −k and the uncertainty of the
transmitted signals at k and −k.

6.7 Cooperative sensing

As mentioned before, the operation of a CRN should address an essential issue of identifying spectrum
opportunities in order to enable an efficient spectrum utilization. Several studies have focused on this
issue based on spectrum sensing in a cooperative or non-cooperative manner assuming ideal RF front-
end. Non-cooperative sensing is easy to implement in practical settings and its processing overhead
is small. On the other hand, cooperative spectrum sensing can provide much better sensing accuracy,
which might countermeasure the joint effect of IQI and partial SIS, at the expense of extra processing
and control overhead [493, 494].

In this section, we extend the analysis of Section 6.6 to investigate the performance of cooperative
sensing under hardware impairments. Specifically, we consider that each one of the Nsu SUs makes a bi-
nary decision on the PU activity, and the individual decisions are reported to the other SUs over a narrow
bandwidth error-free reporting channel, i.e., common control channels (CCCs) [491, 495, 496]. Note that
the existence of CCC is a characteristic of many communication protocols designed for CRNs [497, 498].
We assume that the decision rule is the OR, the AND, or the MAJORITY, i.e., the presence of primary
activity is decided if at least one SU, all, or the majority of the SUs individually decides that the sensing
channel is busy.

In the propositions that follow, we evaluate the false alarm and detection probabilities of the CRNs
for the case in which the OR, MAJORITY or the AND rule is used, and the CR devices suffer from
different levels of TX/RX IQI and the SIS.

Proposition 6.4. If the OR rule is employed, then the false alarm and the detection probabilities can
respectively be obtained as

PC,fa = 1−
Nsu∏

i=1

(1− Pfa,i) (6.47)
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and

PC,d = 1−
Nsu∏

i=1

(1− Pd,i) , (6.48)

where Pfa,i and Pd,i (i ∈ {1, · · · , Nsu}) stands for the false alarm and the detection probabilities of the
i-th SU.

Proof. Please refer to the Appendix F. �

Proposition 6.5. If the AND rule is employed, then the false alarm and detection probabilities can
respectively be expressed as

PC,fa =

Nsu∏

i=1

Pfa,i (6.49)

and

PC,d =

Nsu∏

i=1

Pd,i, (6.50)

where Pfa,i and Pd,i (i ∈ {1, 2} stands for the false alarm and the detection probabilities of the i-th SU.

Proof. Please refer to the Appendix G. �

Proposition 6.6. If the MAJORITY rule is employed, then the false alarm and detection probabilities
can be respectively expressed as

PC,fa =

card(D)∑

i=1

U

(
Nsu∑

l=1

dl,k −
⌈
Nsu

2

⌉)Nsu∏

j=1

(U (−dj,k) (1− Pfa,j) + U (dj,k − 1)Pfa,j) . (6.51)

and

PC,d =

card(D)∑

i=1

U

(
Nsu∑

l=1

dl,k −
⌈
Nsu

2

⌉) Nsu∏

j=1

(U (−dj,k) (1− Pd,j) + U (dj,k − 1)Pd,j) . (6.52)

where Pfa,i and Pd,i represent the false alarm and the detection probabilities of the i-th SU, whereas ⌈·⌉
stand for the ceil function. Moreover,

D = [d1, d2, · · · , dNsu
] , (6.53)

denotes the SUs’ decision set, where di = 0 and di = 1, i = 1, · · · , Nsu, stand respectively for the absence
or presence of PU activity at the sensing channel.

Proof. Please refer to the Appendix H. �

6.8 Numerical and simulation Results

In this section, we demonstrate the effects of IQI on the spectrum sensing performance of EDs by
illustrating numerical and simulation results for different IQI and SIS levels. In sections 6.8.1 and 6.8.2,
the joint impact of IQI and partial SIS on single- and multi-channel ED are respectively illustrated. In
section 6.8.3, we demonstrate their impact in cooperative sensing systems. Finally, it should be noted
that each of the reported figures contains both analytical and simulation results, which are represented
by lines and discrete marks, respectively.
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Figure 6.2 The false alarm probability as a function of the energy threshold for different values of IRR
and a1 = a2 = 0.01.

6.8.1 Single-channel energy detector

In the case of single-channel ED, we consider the following insightful scenario. The SNR of the received
ideal signal at the SU i, i ∈ {1, 2}, due to the PU activity is −15 dB, while before applying a SIS
technique, the self-interference to noise ratio (INR), due to the transmission of the SU i is set to 20 dB.
We assume that both TX and RX suffer from the same level of IQI and the degree of SIS is set to 0.01
(i.e., 40 dB). Furthermore, the ED is assumed to use Ns = 8× 103 samples.

In Fig. 6.2, the false alarm probability is plotted against the energy detection threshold, for different
values of IRR. It becomes evident from this figure that the analytical results are identical with simu-
lation results; thus, verifying the the presented analytical framework. Moreover, it is observed that as
IRR decreases, the self-interference due to IQI increases; consequently, to achieve a target false alarm
probability, the energy threshold should be increased. For instance, if the target false alarm probabil-
ity equals 0.1, then in the case of ideal RF front-end, the energy threshold should be set to 0.085 dB.
However, when a non-ideal CR device with IRR = 25 dB is considered, it should be shifted by about
0.96 dB and be set to 1.05 dB. This may not seem to be a significant shift, yet, if the effects of IQI is not
taken into consideration, the false alarm probability of the system will be equal to 1. This observation
indicates the importance of the derived expressions, as well as the need of taking into consideration the
levels of IQI and SIS, when the energy detection threshold is selected.

Fig. 6.3 illustrates the impact of IQI in the detection performance of the FD CR devices. Specifically,
the detection probability is plotted against the energy threshold for different levels of IQI. We observe
that as IRR decreases, the interference, due to IQI and partial SIS, increases, and consequently, for a
given energy threshold, the detection probability increases. For example, for γ = 1.05 dB and considering
ideal RF front-end, the detection probability is about 0.2. On the other hand, in case of I/Q imbalanced
RF front-end with IRR = 25 dB and for the same energy threshold, the detection probability equals
to 1. Additionally, if the target false alarm probability is set to 0.1, then in case of ideal RF front-
end the corresponding detection probability equals to 1, whereas in case of non-ideal RF front-end
with IRR = 20 dB, the energy threshold should be set to 1.257 dB, and the corresponding detection
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Figure 6.3 The detection probability as a function of the energy threshold for different values of IRR
and a1 = a2 = 0.01.

probability is 0.87. This example indicates that the spectrum sensing capabilities of the FD CR ED are
constrained due to IQI.

In Fig. 6.4, the false alarm probability is illustrated as a function of the energy detection threshold
for different IRR and a values. Note that the curve referred as “ideal, a = 0” corresponds to special
case 2, while the curves referred as “ideal, a = 0.005” and “ideal, a = 0.01” correspond to special case 1.
Moreover, the curves referred as “IRR = 20 dB, a = 0” correspond to special case 3. It becomes evident
from this figure that the analytical results presented at the special cases in Section 6.6 are identical
with simulation results; thus, verifying the the presented analytical framework. Additionally, we observe
that for a given IRR, as a increases the false alarm probability increases. For example, for energy
threshold equal 0.99 dB, IRR = 20 dB and a = 0, the false alarm probability is about 0.1. However, if
a increases to 0.01, the false alarm probability becomes 1. This indicates the importance of taking into
consideration the impact of partial SIS, when selecting the energy threshold. Finally, by comparing the
spectrum sensing performance affected by IQI and partial SIS, it becomes apparent that the impact of
IQI to the spectrum sensing performance is more detrimental than the impact of partial SIS.

6.8.2 Multi-channel energy detector

In case of multi-channel ED, it is assumed that there are 8 channels and the second channel is sensed
(k = 2). The signal and the total guard band bandwidths are assumed to be 9 MHz and 125 kHz,
respectively. The noise variance for all channels is assumed to be equal to 1. Unless otherwise is stated,
the SNR of the received ideal signal at the SU i, i ∈ {1, 2} at k = 2, due to the PU activity is −15 dB,
whereas the INR of the PU mirror-channel (k = −2) is 15 dB. We also consider that before applying any
SIS technique, the INR due to the transmission of the SU i is set to 20 dB for both k = 2 and k = −2
channels. To determine the PU channel status, the ED is assumed to use Ns = 8× 103 samples.

In Fig. 6.5, the joint impact of IQI and partial SIS in the false alarm probability is demonstrated.
Specifically, the false alarm probability against the INR caused by the activity at the image PU channel
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Figure 6.4 The false alarm probability as a function of the energy threshold for different values of IRR
and a values.

for different values of IRR and levels of SIS, is presented in this figure, for the worst case scenario in
which θ−k = θ̃−k = θ̃k = 1. Note that the energy detection threshold is set to 1.14 dB, i.e., γ ≈ 1.14 dB.
Furthermore, as a benchmark, we consider the ideal RF front-end case with perfect SIS and γ ≈ 1.14 dB,
where the false alarm probability is practically set to zero. As expected, for fixed IRR and a, as the
INR from the image PU signal increases, the interference from the mirror channels increases, which
consequently increases the false alarm probability. Moreover, for given a and INR from the image PU
signal value, as IRR increases, the leakage from the image PU channel decreases; resulting in decreasing
the false alarm alarm probability. For given IRR and INR from the image PU signal values, as a
increases, the leakage from the transmitted channels k and −k increases, which increases the false alarm
probability. For example, for INR = 6 dB and IRR = 20 dB, the increase of a from 0.005 to 0.01 leads
to about 145% increase of the false alarm probability.

In Figs. 6.6 and 6.7, the joint impact of IQI and partial SIS in the detection probability is demon-
strated. Specifically, in Fig. 6.6, the detection probability is plotted against the SNR for different
interference channel occupancy sets,

ΘI = [θ−k, θ̃k, θ̃−k], (6.54)

when the energy detection threshold is γ ≈ 1.14 dB, the level of SIS is set to −40 dB, IRR = 20 dB, φ =
3o and the INR caused by the activity at the image PU channel is 10 dB. For each interference channel
occupancy set, the corresponding false alarm probabilities are reported in the legend. As benchmarks,
the detection probability of an ideal RF front-end transceiver with a = 0 and a = 0.01 are also illustrated.
As expected, for a given ΘI , as SNR increases, the detection probability increases. Furthermore, it is
observed that for a given SNR, the detection probability increases as the interference increases. However,
this comes with an inevitable price of increased false alarm probability and hence a dramatic decrease
in the ability to identify vacant spectrum. For example, for SNR = −20 dB and ΘI = [1, 0, 1], the
detection and false alarm probabilities are respectively 0.5638 and 0.0146, whereas for the same SNR
and ΘI = [1, 1, 1], the detection and false alarm probabilities are 0.34902 and 0.1264, respectively. In
addition, since the leakage to the sensed channel k from the transmitted signal at the channel −k is
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Figure 6.5 The false alarm probability as a function of the INR caused by the activity at the image
PU channel for different values of IRR and levels of SIS, when θ−k = θ̃−k = θ̃k = 1.

about −20 dB due to IQI, and −40 dB due to the employed SIS technique, the signal leakage to channel
k from the signal transmitted at channel −k due to the joint effect of IQI and SIS is about −60 dB.
Consequently, the leakage from signal transmitted at channel −k do not significantly affect the spectrum
sensing capabilities of the multi-channel ED.

In Fig. 6.7, the detection probability as a function of SNR for different values of p = p−k = p̃−k = p̃k,
when the energy detection threshold is γ ≈ 1.14 dB, the level of SIS is set to −40 dB, IRR = 20 dB,
φ = 3o, the INR caused by the activity at the image PU channel is set to 10 dB, while the INR due to
the transmission of the SU at both channels k and −k is set to 20 dB. For each interference channel
occupancy set, the corresponding false alarm probabilities are reported in the legend. It is observed
that as p increases, the probability of channel leakage from the received signal at channel k and the
transmitted signals at k and −k channel increases, and therefore the detection probability also increases.
However, this comes at the expense of increasing the false alarm probability. Furthermore, for SNR
values in the range of [−14,−10 dB] and a given p, the detection probability remains constant. This
can be explained using Fig. 6.6, where the contributions of the channel occupancy sets ΘI = [0, 1, 0]
and ΘI = [0, 1, 1] are observed after the −10 dB, whereas the contributions of the remaining channel
occupancy sets are observed after −14 dB. Therefore, for SNR values in the range of [−14,−10 dB] and
a given p, the detection probability remains constant.

In Fig. 6.8, ROC are presented for different values of IRR, when p−k = p̃−k = p̃k = 0.5, a = 0.01,
the SNR is set to −15 dB, the INR caused by the activity at the image PU channel is set to 10 dB,
while the INR, due to the transmission of the SU at both channels k and −k, is set to 20 dB. Again the
detrimental effects of IQI and partial SIS on the CR ED’s spectrum sensing capabilities are observed.
For example, for Pfa = 0.1 and IRR = 25 dB, the detection probability cannot exceed 0.6. However,
in case of ideal RF front-end and perfect SIS, for the same Pfa, the detection probability is about 0.9.
In other words, the joint effects of IQI and imperfect SIS result to a degradation of the order of 50%.
Furthermore, it is evident that as IRR increases, the leakage from the image channels is constrained,
and hence the spectrum sensing capability of the ED is improved.
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Figure 6.6 The detection probability as a function of the SNR for different ΘI = [θ−k, θ̃k, θ̃−k], when
IRR = 20 dB and a = 0.01.

6.8.3 Cooperative sensing

In the case of cooperative spectrum sensing, we consider that each one of the two SUs employs a multi-
channel ED that down-converts 8 channels (K = 8) and senses the second one (k = 2). Note that in
the case, where only two SUs are involved, the MAJORITY rule coincides with the AND rule. The
SNR of the received ideal signal at the SU i, i ∈ {1, 2} at k = 2, due to the PU activity is −15 dB,
whereas the INR of the PU mirror-channel (k = −2) is 15 dB. We also consider that before applying
a SIS technique, the INR due to the transmission of the SU i is set to 20 dB in both k = 2 and
k = −2 channels, p−k = p̃−k = p̃k = 0.5, and a = 0.01. Again, the ED of each SU is assumed to use
Ns = 8× 103 samples.

The ROCs corresponding to this scenario are plotted in Fig. 6.9, considering that the SUs employ
the AND or OR rule. As benchmarks, we also present the ideal case ROC, i.e., IRR → ∞ and a = 0,
and the ideal and non-ideal ROC, when the SUs do not use cooperative sensing. It is observed that the
joint effects of IQI and partial SIS constrain the spectrum sensing capabilities for both cases of non-
cooperative and cooperative sensing. For instance, for Pfa = 0.1, the detection probabilities in case of
ideal RF front-end and perfect SIS in case of individual sensing, cooperative sensing using AND rule and
cooperative sensing using OR rule are respectively 0.94, 0.98 and 0.99. In case of non-ideal RF front-end
and partial SIS for Pfa = 0.1, the corresponding probabilities are 0.58, 0.68 and 0.75. In other words,
for Pfa = 0.1, the spectrum sensing capability of the ED that uses the AND (OR) rule is reduced by
44.12% (32%), due to the effects of IQI and partial SIS. Furthermore, we observe that both the presented
cooperative sensing schemes outperform the corresponding individual sensing scheme. However, the joint
effects of IQI and partial SIS are so detrimental even with the use of cooperative sensing, the performance
of non-ideal cooperative sensing is worse than that of the individual sensing CR system with ideal RF
front-end and perfect SIS. Moreover, in case of ideal RF front-end and perfect SIS, we observe that in
terms of spectrum sensing performance, systems that employ the OR rule outperforms those that employ
the AND rule, irrespective of the false alarm probability range. In case of IRR = 25 dB and a = 0.01,
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Figure 6.7 The detection probability as a function of the SNR for different values of p = p−k = p̃−k = p̃k,
when IRR = 20 dB and a = 0.01.

the OR rule outperforms the AND rule for Pfa ∈ [0, 0.16941], whereas the AND rule outperforms the
OR rule for Pfa ∈ (0.16941, 1].

In Fig. 6.10, ROCs are demonstrated for different values of Nsu, considering that the SUs employ
the AND, the MAJORITY or the OR rule, and the SUs’ RXs have the same IRR, which equals 30 dB.
As expected, for a fixed decision rule, as Nsu increases, the spectrum sensing capability of the EDs
is improved. Moreover, it is observed that for fixed Nsu, in the low false alarm regime, systems that
employ the OR rule outperform those that employ the MAJORITY and the AND rules. However, as the
requirement for low false alarm probability is relaxed, the AND rule outperforms both the MAJORITY
and the OR rules. This indicates the importance of taking into consideration the Nsu, the IQI levels,
and the targeted false alarm probability, in order to select the decision rule that maximizes the spectrum
sensing performance of the ED.

6.9 Conclusions

This paper investigated the spectrum sensing performance of opportunistic spectrum access (OSA) FD
CR system in both single- and multi- channel EDs, when the SUs’ devices employ SIS techniques and
suffer from joint TX/RX IQI. We derived closed form expressions for the false alarm and detection
probabilities under realistic scenarios of non-perfect SIS and transceivers’ RF front-end impairments, as
well as for the theoretical scenarios of ideal RF front-end and/or perfect SIS. Our results illustrated the
degrading joint effects of IQI and partial SIS on the ED spectrum sensing performance, which results
in significant losses in spectrum utilization. Specifically, in the case of single-channel ED, we observed
that the negligence of IQI and partial SIS can lead to a wrong choice of the energy threshold, which
may results in a dramatic increase of the false alarm probability, while at the same time the detection
probability might significantly decrease. Moreover, in the case of multi-channel EDs, partial SIS and
IQI cause self-interference and mirror interference that appreciably restrict the ED’s capabilities. Hence,
when designing FD CR devices, whether a single- or multi-channel ED is employed, IQI and partial SIS
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should be carefully taken into consideration. Finally, we extended the analysis in case of cooperative
sensing to observe that even with the use of cooperative schemes, it is impossible to fully compensate
for the joint effects of IQI and partial SIS.





Chapter 7

Spectrum sensing under hardware constraints

In this chapter, the joint effect of several RF impairments on energy detection based spectrum sensing for
CR systems in multi-channel environments are investigated. In particular, novel closed form expressions
for the evaluation of the detection and false alarm probabilities, assuming Rayleigh fading, are provided.
Furthermore, the analysis is extended to the case of CR networks with cooperative sensing, where the
secondary users suffer from different levels of RF imperfections, considering both scenarios of error free
and imperfect reporting channel. Numerical and simulation results demonstrate the accuracy of the
analysis as well as the detrimental effects of RF imperfections on the spectrum sensing performance,
which bring significant losses in the spectrum utilization.

The research results of this chapter are included in [277, 278].

7.1 Introduction to spectrum sensing using direct conversion receivers

The rapid growth of wireless communications and the foreseen spectrum occupancy problems, due to
the exponentially increasing consumer demands on mobile traffic and data, motivated the evolution
of the concept of CR [248]. CR systems require intelligent reconfigurable wireless devices, capable of
sensing the conditions of the surrounding RF environment and modifying their transmission parameters
accordingly, in order to achieve the best overall performance, without interfering with other users [264].
One fundamental task in CR is spectrum sensing, i.e., the identification of temporarily vacant portions
of spectrum, over wide ranges of spectrum resources and determine the available spectrum holes on its
own. Spectrum sensing allows the exploitation of the under-utilized spectrum, which is considered to
be an essential element in the operation of CRs. Therefore, great amount of effort has been put to
derive optimal, suboptimal, ad-hoc, and cooperative solutions to the spectrum sensing problem (see for
example [251, 257, 260–263, 265–267, 483, 484, 499–501]). However, the majority of these works ignore
the imperfections associated with the RF front-end. Such imperfections, which are encountered in the
widely deployed low-cost DCR RXs, include IQI [279], LNA nonlinearities [485], and phase noise [417].

7.2 Related work

The effects of RF imperfections in general were studied in several works [144, 320, 331, 355, 360, 367,
414, 416, 417, 461, 464–466, 486–488, 502–505]. However, only recently, the impact of RF imperfections
in the spectrum sensing capabilities of CR was investigated [279, 360, 417, 486–488, 504, 505]. In
particular, the importance of improved front-end linearity and sensitivity was illustrated in [504] and
[505], while the impacts of RF impairments in DCRs on single-channel energy and/or cyclostationary
based sensing were discussed in [486] and [487]. Furthermore, in [488] the authors presented closed form
expressions for the detection and false alarm probabilities for the Neyman-Pearson detector, considering
the spectrum sensing problem in single-channel OFDM CR RX, under the joint effect of transmitter
and receiver IQI. On the other hand, multi-channel sensing under IQI was reported in [360], where a
three-level hypothesis blind detector was introduced. Moreover, the impact of RF IQI on ED for both
single-channel and multi-channel DCRs was investigated in [279], where it was shown that the false
alarm probability in a multi-channel environment increases significantly, compared to the ideal RF RX
case. Additionally, in [417], the authors analyzed the effect of phase noise on ED, considering a multi-
channel DCR and AWGN channels, whereas in [145], the impact of third-order non-linearities on the
detection and false alarm probabilities for classical and cyclostationary EDs considering imperfect LNA,
was investigated.
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7.3 Contribution

In this chapter, the impact on the multi-channel energy-based spectrum sensing mechanism of the joint
effect of several RF impairments, such as LNA non-linearities, phase noise and IQI is investigated. After
assuming flat-fading Rayleigh channels and complex Gaussian PU transmitted signals1, and proving
that, for a given channel realization, the joint effects of RF impairments can be modeled as a complex
Gaussian process, we derive closed form expressions for the probabilities of false alarm and detection.
Based on these expressions, the impact of RF impairments on ED is investigated. Specifically, the
contribution of this chapter can be summarized as follows:

• We, first, derive analytical closed form expressions for the false alarm and detection probabilities for
an ideal RF front-end ED detector, assuming flat fading Rayleigh channels and complex Gaussian
transmitted signals. This is the first time that such expressions are presented in the open technical
literature, under these assumptions. For instance, in [258, 260, 266, 506, 507], the authors assumed
deterministic PU signal.

• Next, a signal model that describes the joint effect of all RF impairments is presented. Based on this
model, it is proven that, for a given channel realization, the joint effects of RF impairments can be
modeled as a complex Gaussian process [465], which is tractable model to algebraic manipulations.

• Analytical closed form expressions are provided for the evaluation of false alarm and detection prob-
abilities of multi-channel EDs constrained by RF impairments, under Rayleigh fading. Based on
this framework, the joint effect of RF impairments on energy-based spectrum sensing performance
are investigated.

• Finally, we address an analytical study for the detection capabilities of cooperative spectrum sens-
ing scenarios considering both cases of ideal EDs and multi-channel EDs constrained by RF im-
pairments.

7.4 Organization

The remainder of the chapter is organized as follows. The system and signal model for both ideal and
hardware impaired RF front-ends are described in Section 7.5. The analytical framework for evaluating
the false alarm and detection probabilities, when both ideal sensing or RF imperfections are considered,
are provided in Section 7.6. Moreover, analytical closed form expression for deriving the false alarm and
detection probabilities, when a cooperative spectrum sensing with decision fusion system is considered,
are provided in Section 7.7. Numerical and simulation results that illustrate the detrimental effects of
RF impairments in spectrum sensing are presented in Section 7.8. Finally, Section 7.9 concludes the
chapter by summarizing our main findings.

7.5 System and signal model

In this section, we briefly present the ideal signal model, which is referred to as ideal RF front-end in
what follows. Build upon that, we demonstrate the practical signal model, where the RX is considered to
suffer from RF imperfections, such as LNA nonlinearities, phase noise and IQI. Note that it is assumed
that K RF channels are down-converted to baseband using the wideband direct-conversion principle,
which is referred to as multi-channel down-conversion [307].

7.5.1 Ideal RF front-end

The two hypothesis, namely absence/presence of PU signal, is denoted with parameter θk ∈ {0, 1}.
Suppose the n-th sample of the PU signal, s (n) , is conveyed over a flat-fading wireless channel, with
channel gain, h (n) , and additive noise w (n). The received wide band RF signal is passed through various
RF front-end stages, including filtering, amplification, analog I/Q demodulation (down-conversion) to

1This is a valid assumption that has been employed in [278, 279, 417].
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base band and sampling. The wide band channel after sampling is assumed to have a bandwidth of W
and contain K channels, each having bandwidth

Wch =Wsb +Wgb, (7.1)

whereWsb andWgb are the signal band and total guard band bandwidth within this channel, respectively.
Additionally, it is assumed that the sampling is performed, with rateW . Note, that the rate of the signal
is reduced by a factor of

L =
W

Wsb
≥ K, (7.2)

where for simplicity we assume L ∈ Z.
Under the ideal RF front-end assumption, after the selection filter, the n−th sample of the base band

equivalent received signal vector for the k − th channel (k ∈ S = {−K/2, . . . ,−1, 1 . . . ,K/2}) can be
expressed as

rk (n) = ℜ{rk (n)}+ jℑ{rk (n)} = θkhk (n) sk (n) + wk (n) , (7.3)

where hk, sk and wk are zero-mean CSCWG processes with variances σ2
h, σ

2
s and σ2

w, respectively.
Furthermore,

ℜ{rk (n)} = θkℜ{hk (n)}ℜ {sk (n)} − θkℑ{hk (n)}ℑ {sk (n)}+ ℜ{wk (n)} (7.4)

and

ℑ{rk (n)} = θkℑ{hk (n)}ℜ {sk (n)}+ θkℜ{hk (n)}ℑ {sk (n)}+ ℑ{wk (n)} . (7.5)

7.5.2 Non-ideal RF front-end

In the case of non-ideal RF front-end, the n-th sample of the impaired base band equivalent received
signal vector for the k − th channel is given by [279] and [320]

rk (n) = ℜ{rk (n)}+ jℑ{rk (n)} = ξk (n) θkhk (n) sk (n) + ηk (n) + wk (n) , (7.6)

with

ℜ{rk (n)}=θkℜ{hk (n) ξk}ℜ {sk (n)}−θkℑ{hk (n) ξk}ℑ {sk (n)}+ℜ{ηk (n)+wk (n)} (7.7)

and

ℑ{rk (n)}=θkℑ{hk (n) ξk}ℜ {sk (n)}−θkℜ{hk (n) ξk}ℑ {sk (n)}+ℑ{ηk (n)+wk (n)} , (7.8)

where ξk denotes the amplitude and phase rotation due to phase noise caused by common phase error
(CPE), LNA nonlinearities and IQI, and is given by [320, Eq. (7.7)]

ξk = γ0K1α, (7.9)

with γ0, K1 and α be constant phase noise, IQI and LNA nonlinearities parameters that stand for the
amplitude and phase distortion, respectively, while ηk denotes the distortion noise from impairments in
the RX, and specifically due to phase noise caused by ICI, IQI and non-linear distortion noise, and is
given by [320, Eq. (7.8)]

ηk (n) = K1 (γoek (n) + ψk (n)) +K2

(
γ∗o
(
αθ−kh

∗
−k (n) s

∗
−k (n) + e∗−k (n)

))
+K2ψ

∗
−k (n) , (7.10)

where K2 is an IQI coefficient, whereas ψk, ψ−k and ek, e−k represent the additive distortion noises to
the channel k and −k, due to phase noise and LNA nonlinearities. After denoting as

Θk = {θk−1, θk+1} (7.11)

and

Hk = {hk−1, hk+1} , (7.12)
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this distortion noise term can be modeled as

ηk ∼ CN
(
0, σ2

ηk

)
, (7.13)

with

σ2
ηk
=|γ0|2

(
|K1|2 σ2

e,k+|K2|2 σ2
e,−k

)
+|K1|2 σ2

ψ|Hk,Θk
+|K2|2 σ2

ψ|H−k,Θ−k
+|γ0|2 |K2|2 |α|2 θ−k|h−k|2σ2

s .

(7.14)

It should be noted that this model has been supported and validated by many theoretical investigations
and measurements [325, 329, 416, 461, 465, 502, 503, 508].

Next, we describe how the various parameters in (7.9), (7.10) and (7.14) stem from the imperfections
associated with the RF front-end.

7.5.2.1 LNA Nonlinearities

The parameters α and ek represent the nonlinearity parameters, which model the amplitude/phase
distortion and the nonlinear distortion noise, respectively. According to Bussgang’s theorem [436], ek is
a zero-mean Gaussian error term with variance σ2

ek
. Considering an ideal clipping power amplifier, the

amplification factor α and the variance σ2
ek , are respectively given by (4.50) and (4.51).

Furthermore, if a polynomial model is employed to describe the effects of nonlinearities, the amplifi-
cation factor α and the variance σ2

ek
, are respectively given by (4.46) and (4.47).

7.5.2.2 IQI

The RX IQI coefficients, which for notation convenience are represented asK1 andK2, can be respectively
obtained as (4.15) and (4.16).

7.5.2.3 Phase noise

The parameter, γ0, stands for CPE, which is equal for all channels, whereas ψk represents the ICI from
all other neighboring channels due to spectral regrowth caused by phase noise. Notice that, since the
typical 3 dB bandwidth values for the oscillator process is in the order of few tens or hundreds of Hz,
with rapidly fading spectrum after this point (approximately 10 dB/decade), for channel bandwidth
that is typical few tens or hundreds KHz, the only effective interference is due to leakage from successive
neighbors only [417]. Consequently, the ICI term can be approximated as [417]

ψk (n) ≈ θk−1γ (n)hk−1 (n) sk−1 (n) + θk+1γ (n)hk+1 (n) sk+1 (n) , (7.15)

with γ (n) = exp (jφ (n)) and φ (n) being a discrete Brownian error process, i.e.,

φ (n) =

n∑

m=1

φ (m− 1) + ǫ (n) , (7.16)

where ǫ (n) is a zero-mean real Gaussian variable with variance

σ2
ǫ =

4πβ

W
(7.17)

and β being the 3 dB bandwidth of the LO process.
The interference term ψk in (7.10) might have zero or non-zero contribution depending on the exis-

tence of PU signals in the successive neighboring channels. In general, this term is typically non-white
and strictly speaking cannot be modeled by a Gaussian process. However, for practical 3 dB bandwidth
of the oscillator process, the influence of the regarded impairments can all be modeled as a zero-mean
Gaussian process with σ2

ψk|{Hk,Θk}
given by

σ2
ψ|{Hk,Θk}

= θk−1Ak−1 |hk−1 (n)|2 σ2
s + θk+1Ak+1 |hk+1 (n)|2 σ2

s , (7.18)

where

Ak−1 =
|I (fk−1 − fk + fcut-off)− I (fk−1 − fk − fcut-off)|

2πfcut-off
, (7.19)
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Ak+1 =
|I (fk+1 − fk + fcut-off)− I (fk+1 − fk − fcut-off)|

2πfcut-off
, (7.20)

and fk is the centered normalized frequency of the k − th channel, i.e.,

fk = sgn (k)
2 |k| − 1

2K
(7.21)

and fcut-off is the normalized cut-off frequency of the k − th channel, which can be obtained by

fcut-off =
Wsb

2W
. (7.22)

Furthermore,

I (f) = (fcut-off − f) tan−1(δ tan (π (fcut-off − f))) + (fcut-off + f) tan−1(δ tan (−π (fcut-off + f)))

− 1

δ
((fcut-off + f) cot (π (fcut-off + f)) − (fcut-off − f) cot (π (fcut-off − f)))

+
1

πδ
(log (|sin (π (fcut-off + f))|) + log (|sin (π (fcut-off − f))|)) , (7.23)

with

δ =
exp (−2πβ/W ) + 1

exp (−2πβ/W )− 1
. (7.24)

Due to (7.19) and (7.20), it follows that Ak−1 = Ak+1.

7.5.2.4 Joint effect of RF impairments

Here, we explain the joint impact of RF imperfections in the spectra of the down-converted received
signal. Comparing‘(7.6) with (7.3), we observe that the RF imperfections result in not only ampli-
tude/phase distortion, but also neighbor and mirror interference, as demonstrated intuitively in Fig. 7.1.

According to (7.9) and (7.14), LNA nonlinearities cause amplitude/phase distortion and an additive
nonlinear distortion noise, whereas, based on (7.18), phase noise causes interference to the received base
band signal at the k − th channel, due to the received base band signals at the neighbor channels k − 1
and k + 1.

Moreover, based on (7.14), the joint effects of phase noise and IQI, described by the terms |K1|2 σ2
ψ|Hk,Θk

,

|K2|2 σ2
ψ|H−k,Θ−k

and |γ0|2 |K2|2 |α|2 θ−k |h−k|2 σ2
s , result in interference to the signal at the k − th

(k ∈ {−K
2 + 1, · · · , K2 + 1}) channel by the signals at the channels −k− 1, −k, −k+1, k− 1 and k+1.

Note that if k = −K
2 or k = K

2 , then phase noise and IQI cause interference to the signal at the k − th
channel due to the signals at the channels −k, −k + 1 and k − 1. Consequently, in this case, the terms
that refer to the signals at the channels −k − 1 and k + 1 should be omitted.

Furthermore, the joint effects of LNA nonlinearties and IQI are described by the first term and the
last terms in (7.14), i.e., |K1|2 σ2

e,k+ |K2|2 σ2
e,−k and |γ0|2 |K2|2 |α|2 θ−k |h−k|2 σ2

s , respectively, and result
in additive distortion noises and mirror channel interference. Finally, the amplitude and phase distortion
caused by the joint effects of all RF imperfections are modeled by the parameter ξ described in (7.9).

Fig. 7.1 clearly demonstrates that LNA nonlinearities, IQI and phase noise results in an amplitude
and phase distortion, as well as interference to channel k from the channels −k − 1, −k, −k + 1, k − 1
and k + 1, plus a distortion noise. If channel k is busy, the received signal’s energy at channel k is
increased, due to the interference of the neighbor and mirror channels, hence, the ED decision will
more accurate. However, if channel k is idle, the received signal’s energy at channel k, due to the
interference and the noise, may be greater than the decision threshold, and the ED will wrongly decides
that the channel is busy. Consequently, this interference plays an important role in the spectrum sensing
capabilities; therefore, it should be quantified and taken into consideration when selecting the energy
statistics threshold.

According to (7.9), the amplitude and phase distortion, due to the joint effect of RF impairments, is
a constant variable, while, based on (7.10) and (7.15), since s−k−1, s−k, s−k+1, sk−1, sk+1, ek and e−k
are independent zero-mean complex Gaussian RVs, for a given channel realization, ηk is also a zero-mean
complex Gaussian RV.
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Figure 7.1 Spectra of the received signal: (a) before LNA (passband RF signal), (b) after LNA (pass-
band RF signal), (c) after down-conversion (baseband signal), when local oscillator’s phase noise is
considered to be the only RF imperfection, (d) after down-conversion (baseband signal), when IQI is
considered to be the only RF imperfection, (e) after down-conversion (baseband signal), the joint effect
of LNA nonlinearities, phase noise and IQI.
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7.6 False alarm and detection probabilities for channel detection

In the classical ED, the energy of the received signals is used to determine whether a channel is idle or
busy. Based on the signal model described in Section 7.5, the ED calculates the test statistics for the
k−th channel as

Tk =
1

Ns

Ns−1∑

m=0

|rk (n)|2 =
1

Ns

Ns−1∑

m=0

ℜ{rk (n)}2 + ℑ{rk (n)}2 , (7.25)

where Ns is the number of complex samples used for sensing the k − th channel. This test statistic is
compared against a threshold, γth (k), to yield the sensing decision, i.e., the ED decides that channel k
is busy, if Tk > γth (k), or idle, otherwise.

The remainder of this section is organized as follows. In Section 7.6.1, the detection and false alarm
probabilities for the ideal RF front-end scenario are evaluated, while in Section 7.6.2, the detection and
false alarm probabilities for the non-ideal RF front-end scenario are derived.

7.6.1 Ideal RF front-end

Based on the signal model presented in Section 7.5.1 and taking into consideration that

σ2 = E
[
ℜ{rk}2

]
= E

[
ℑ{rk}2

]
= θk

(
ℜ{hk}2 + ℑ{hk}2

) σ2
s

2
+
σ2
w

2
, (7.26)

and

E [ℜ{rk}ℑ {rk}] = 0, (7.27)

for a given channel realization hk and channel occupation θk, the received energy follows chi-square
distribution with 2Ns degrees of freedom (DoF) and CDF given by

FTk
(x |hk, θk ) =

γ
(
Ns,

Nsx
2σ2

)

Γ (Ns)
. (7.28)

The following theorem returns a closed form expression for the CDF of the test statistics assuming
that the channel is busy.

Theorem 7.1. The CDF of the energy statistics assuming an ideal RF front end and a busy channel
can be evaluated by

FTk
(x |θk = 1) = 1− exp

(
σ2
w

σ2
hσ

2
s

)Ns−1∑

k=0

1

k!

(
Nsx

σ2
hσ

2
s

)k
Γ

(
−k + 1,

σ2
w

σ2
hσ

2
s

,
Nsx

σ2
hσ

2
s

, 1

)
. (7.29)

Proof. Please refer to the Appendix I. �

Based on the above analysis, the false alarm probability for the ideal RX can be obtained by

Pfa(γ) = Pr (Tk > γ |θk = 0) =
Γ
(
Ns,

Nsγ
σ2
w

)

Γ (Ns)
, (7.30)

while the probability of detection can be calculated as

Pd(γ)=Pr (Tk>γ |θk=1)=exp

(
σ2
w

σ2
hσ

2
s

)Ns−1∑

k=0

1

k!

(
Nsγ

σ2
hσ

2
s

)k
Γ

(
−k + 1,

σ2
w

σ2
hσ

2
s

,
Nsγ

σ2
hσ

2
s

, 1

)
. (7.31)

From (7.30) and (7.31), we observe that, in the case of ideal RF front-end, the false alarm and
detection probabilities depend on the number of samples, the noise variance and the channel variance.
As a result, the ED should know these parameters to set the sensing threshold in order to achieve the
required false alarm or detection probability.
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7.6.2 Non-Ideal RF front-end

Based on the signal model presented in Section 7.5.2, and assuming given channel realization and channel
occupancy vectors

H = {H−k, h−k, hk, Hk} (7.32)

and

Θ = {Θ−k, θ−k, θk,Θk} , (7.33)

respectively, it holds that

σ2=E
[
ℜ{rk}2

]
=E

[
ℑ{rk}2

]
=θk

(
ℜ{hk}2+ℑ{hk}2

)(
ℜ{ξk}2+ℑ{ξk}2

) σ2
s

2
+
σ2
w+σ

2
ηk

2
, (7.34)

and ℜ{rk}, ℑ{rk} are uncorrelated random variables, i.e.,

E [ℜ{rk}ℑ {rk}] = 0. (7.35)

Thus, the received energy, given by (3.9), follows chi-square distribution with 2Ns DoF and CDF given by

FTk
(x |H,Θ) =

γ
(
Ns,

Nsx
2σ2

)

Γ (Ns)
, (7.36)

where σ2 can be expressed, after taking into account (7.14), (7.18) and (7.34), as

σ2 = θkA1 |hk|2 + θk−1A2 |hk−1|2 + θk+1A2 |hk+1|2 + θ−k+1A3 |h−k+1|2

+ θ−k−1A3 |h−k−1|2 + θ−kA4 |h−k|2 +A5. (7.37)

In (7.37),

A1 = |ξk|2
σ2
s

2
, (7.38)

A2 = |K1|2Ak−1
σ2
s

2
, (7.39)

A3 = |K2|2A−k+1
σ2
s

2
, (7.40)

A4 = |γ0|2 |K2|2 |a|2
σ2
s

2
(7.41)

and

A5 =
σ2
w

2
+

|γ0|2
2

(
|K1|2 σ2

e,k + |K2|2 σ2
e,−k

)
(7.42)

model the amplitude distortion due to the joint effects of RF impairments, the interference from the k−1
and k+1 channels, the interference from the −k− 1 and −k+1 channels due to phase noise, the mirror
interference due to IQI, and the distortion noise due to the joint effects of RF impairments, respectively.

The following theorems return closed form expressions for the CDF of the energy test statistics for
a given channel occupancy vector, when at least one channel of {−k − 1,−k,−k + 1, k − 1, k, k + 1} is
busy and when all channels are idle.
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Theorem 7.2. The CDF of the energy statistics assuming a non-ideal RF front end and an arbitrary
channel occupancy vector Θ that is different than the all idle vector, can be evaluated by

FTk
(x |Θ) =

3∑

i=2

U (mi − 2)w1,iw2,iAi exp

(
−A5

Ai

)
+

4∑

i=1

U (mi − 2)w1,iAi (A5 +Ai) exp

(
−A5

Ai

)

+

4∑

i=1

U (mi − 1) (U (1−mi)−A5U (mi − 2))w1,iAi exp

(
−A5

Ai

)

−
3∑

i=2

Ns−1∑

k=0

U (mi − 2)
1

k!

w1,iw2,i

Ak−1
i

(
Nsx

2

)k
Γ

(
−k + 1,

A5

Ai
,
Nsx

2Ai
, 1

)

−
4∑

i=1

Ns−1∑

k=0

U (mi − 1) (U (1−mi)−A5U (mi − 2))
1

k!

w1,i

Ak−1
i

(
Nsx

2

)k
Γ

(
−k + 1,

A5

Ai
,
Nsx

2Ai
, 1

)

−
4∑

i=1

Ns−1∑

k=0

U (mi − 2)
1

k!

w1,i

Ak−1
i

(
Nsx

2

)k
Γ

(
−k + 2,

A5

Ai
,
Nsx

2Ai
, 1

)
. (7.43)

where w1,i and w2,i are given by

w1,i =
exp

(
A5

Ai

)

Γ (mi)
(∏4

j=1 A
mj

j

)
4∏

j=1,j 6=i

(
1

Aj
− 1

Ai

)−mj

, (7.44)

and

w2,i =
∑

j=1,j 6=i

mj

(
1

Aj
− 1

Ai

)−1

, (7.45)

respectively.

Proof. Please refer to the Appendix J. �

Theorem 7.3. The CDF of the energy statistics assuming a non-ideal RF front-end and that the channel
occupancy vector

Θ = Θ̃2,0 = [0, 0, 0, 0, 0, 0] , (7.46)

can be obtained as

FTk

(
x
∣∣∣Θ̃2,0

)
=
γ
(
Ns,

Nsx
2A5

)

Γ (Ns)
. (7.47)

Proof. Please refer to the Appendix K. �

Based on the above analysis, the detection probability of the ED with RF impairments can be
obtained as

PD =

card(Θ̃1)∑

i=1

Pr

(
Θ̃1

)(
1− FTk

(
γni
∣∣∣Θ̃1

))
, (7.48)

where Pr (Θ) denotes the probability of the given channel occupancy Θ, and Θ̃1 is the set defined as

Θ̃1 = [θk = 1, θk−1, θk+1, θ−k+1, θ−k−1, θ−k] . (7.49)

Similarly, the probability of false alarm can be expressed as

PFA =

card(Θ̃2,c)∑

i=1

Pr

(
Θ̃2

)(
1− FTk

(
γni
∣∣∣Θ̃2,c

))
+ Pr

(
Θ̃2,0

) Γ
(
Ns,

Nsγ
ni

2A5

)

Γ (Ns)
, (7.50)
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where Θ̃2,c is the set defined as

Θ̃2,c = Θ̃2 − Θ̃2,0, (7.51)

and Θ̃2 is the set defined as

Θ̃2 = [θk = 0, θk−1, θk+1, θ−k+1, θ−k−1, θ−k] . (7.52)

Note that (7.50) applies even when the channel K or −K is sensed. However, in this case Θ̃1 =
[θk = 1, θk−1, θk+1 = 0, θ−k+1, θ−k−1 = 0, θ−k] and Θ̃2 = [θk = 0, θk−1, θk+1 = 0, θ−k+1, θ−k−1 = 0, θ−k].

According to (7.48) and (7.50), in the case of non-ideal RF front-end, the detection and false alarm
probabilities depend not only on the number of samples, the variance of the sensing channel and the noise
variance, but also on the level of RF front-end imperfections and the probability of the neighbor and
mirror channels occupancy. Therefore, since the sensing threshold is set in order to achieve a required
detection or false alarm probability, the ED should have knowledge of these parameters.

7.7 Cooperative spectrum sensing with decision fusion

In this section, we consider a cooperative spectrum sensing scheme, in which each SU makes a binary de-
cision on the channel occupancy, namely ‘0’ or ‘1’ for the absence or presence of PU activity, respectively,
and the one-bit individual decisions are forwarded to a fusion center (FC) over a narrow band reporting
channel [258, 260, 266]. The sensing channels (the channels between the PU and the SUs) are considered
identical and independent, due to their different distances from the PU [258, 259, 267]. Moreover, we
assume that the decision device of the FC is implemented with the kSU-out-of-nSU rule, which implies
that if there are kSU or more SUs that individually decide that the channel is busy, the FC decides that
the channel is occupied. Note that when ksu = 1, ksu = nsu or ksu = ⌈n/2⌉, the ksu-out-of-nsu rule is
simplified to the OR, AND and MAJORITY rule, respectively.

7.7.1 Ideal RF front-end

Here, we derive closed form expression for the false alarm and detection probabilities, assuming that
the RF front-ends of the SUs are ideal, considering both scenarios of error free and imperfect report-
ing channels.

7.7.1.1 Reporting channels without errors

If the channel between the SUs and the FC is error free, the false alarm probability (PC,fa) and the
detection probability (PC,d) are given by [260, Eq. (17)]

PC,fa =

nsu∑

i=ksu

(
nsu

i

)
(Pfa)i (1− Pfa)nsu−i (7.53)

and

PC,d =
nsu∑

i=ksu

(
nsu

i

)
(Pd)i (1− Pd)nsu−i . (7.54)

Taking into consideration (7.30), (7.31) and (7.29) and after some basic algebraic manipulations, (7.53)
and (7.54) can be expressed as

PC,fa =
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)

Γ
(
Ns,

Nsγ
σ2
w

)

Γ (Ns)
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, (7.55)

and
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From (7.55) and (7.56), we observe that the false alarm and detection probabilities, in the case of
cooperative spectrum sensing, when the SU’s EDs are considered ideal, and the reporting channels are
assumed to be error free, depends on the number of SU (nsu), the decision rule that is employed by the
FC, the number of samples (Ns), the noise and the sensing channel variances.

7.7.1.2 Reporting channels with errors

If the reporting channel is imperfect, error occur on the detection of the transmitted, by the SU, bits.
In this case, the false alarm and the detection probabilities can be derived by [260, Eq. (18)]

PC,X =

nsu∑

i=ksu

(
n
i

)
(PX ,e)

i
(1− PX ,e)

nsu−i , (7.57)

where

PX ,e = PX (1− Pe) + (1− PX )Pe, (7.58)

is the equivalent false alarm (‘X = fa’) or detection (‘X = d’) probability and Pe is the cross-over
probability of the reporting channel, which is equal to the BER of the channel. Considering BPSK, ideal
RF front-end in the FC and Rayleigh fading, the BER can be expressed as

Pe =
1

2

(
1−

√
γr

1 + γr

)
, (7.59)

with γr be the signal to noise ratio (SNR) of the link between the SUs and the FC.

Notice that since PX ∈ [0, 1], PX ,e is bounded in [Pe, 1− Pe]. Consequently, according to (7.57),

PC,X ∈
[
P−
C,X ,P+

C,X

]
, where

P−
C,X =

nsu∑

i=ksu

(
nsu

i

)
(Pe)

i
(1− Pe)

nsu−i (7.60)

and

P+
C,X =

nsu∑

i=ksu

(
nsu

i

)
(1− Pe)

i
(Pe)

nsu−i . (7.61)

7.7.2 Non-ideal RF front-end

In this section, we consider that the RXs front-end of the SUs suffer from different level RF imperfections.

7.7.2.1 Reporting channels without errors

Here, we assume that the reporting channel is error free and that the SU j sends dj,k = 0 or dj,k = 1 to
the FC to report absence or presence of PU activity at the channel k.

If the sensing channel k is idle (θk = 0), then the probability that the j − th SU reports that the
channel is busy (dj,k = 1), can be expressed as Pfa,j , while the probability that the j − th SU reports
that the channel is idle (dj,k = 0), is given by (1− Pfa,j). Therefore, since each SU decides individually
whether there is PU activity in the channel k, the probability that the nsu SUs report a given decision set

D = [d1,k, d2,k, · · · , dnsu,k] , (7.62)

if θk = 0, can be written as

Pfa(D) =

nsu∏

j=1

(U (−dj,k) (1− Pfa,j) + U (dj,k − 1)Pfa,j) . (7.63)
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Furthermore, based on the ksu-out-of-nsu rule, the FC decides that the k− th channel is busy, if the ksu
out of the nsu SUs reports “1”. Consequently, for a given decision set, the false alarm probability at the
FC can be evaluated by

PC,FA|D = U

(
nsu∑

l=1

dl,k − ksu

)
nsu∏

j=1

(U (−dj,k) (1− Pfa,j) + U (dj,k − 1)Pfa,j) . (7.64)

Hence, for any possible D, the false alarm probability at the FC, using ksu-out-of-nsu rule, can be
obtained as

PC,FA =

card(D)∑

i=1

U

(
nsu∑

l=1

dl,k − ksu

)
nsu∏

j=1

(U (−dj,k) (1− Pfa,j) + U (dj,k − 1)Pfa,j) . (7.65)

Similarly, the detection probability at the FC, using ksu-out-of-nsu rule, can be expressed as

PC,D =

card(D)∑

i=1

U

(
nsu∑

l=1

dl,k − ksu

)
nsu∏

j=1

(U (−dj,k) (1− Pd,j) + U (dj,k − 1)Pd,j) . (7.66)

From (7.65) and (7.66), it is evident that in the case of non-ideal RF front-ends, the false alarm and
detection probabilities depend not only on the number of samples (Ns), the variances of the sensing
channels (σ2

h), the noise variance (σ2
w), and the decision rule, but also on the level of RF front-end

imperfections of each SU’s ED, the variances of the neighbor and mirror channels, and the probability
of the neighbor and mirror channels occupancy.

Note that if the FC uses the OR rule, (7.65) and (7.66) can be respectively simplified to

POR,FA = 1−
nsu∏

i=1

(1− Pfa,i) , (7.67)

and

POR,D = 1−
nsu∏

i=1

(1− Pd,i) , (7.68)

while, if the FC uses the AND rule, (7.65) and (7.66) can be respectively simplified to

PAND,FA =

nsu∏

i=1

Pfa,i, (7.69)

and

PAND,D =

nsu∏

i=1

Pd,i. (7.70)

In the special case, where all the SUs suffer from the same level of RF impairments, the false alarm
probability (PC,fa) and the detection probability (PC,d) are given by

PC,FA =

nsu∑

i=ksu

(
nsu

i

)
(PFA)i (1− PFA)nsu−i , (7.71)

and

PC,D =

nsu∑

i=ksu

(
nsu

i

)
(PD)i (1− PD)nsu−i , (7.72)

where PFA and PD are given by (7.50) and (7.48), respectively.
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7.7.2.2 Reporting channels with errors

Next, we consider the case of imperfect reporting channel. In this scenario, the false alarm and the
detection probabilities can be obtained as

PC,X =

card(D)∑

i=1

U

(
nsu∑

l=1

dl,k − ksu

)
nsu∏

j=1

(U (−dj,k) (1− PX ,e,j) + U (dj,k − 1)PX ,e,j) , (7.73)

where PX ,e,j can be expressed as

PX ,e,j = PX ,j (1− Pe,j) + (1− PX ,j)Pe,j , (7.74)

with PX ,j denoting the equivalent false alarm (‘X = FA’) or detection (‘X = D’) probability of the j−th
SU and Pe,j being the cross-over probability of the reporting channel connecting the j − th SU with the
FC. Notice that since PX ,j ∈ [0, 1], based on (7.74), PX ,e,j is bound by Pe,j and 1− Pe,j .

In the special case, where all the SUs suffer from the same level of RF impairments, (7.73) can be
expressed as [260, Eq. (18)]

PC,X =

nsu∑

i=ksu

(
nsu

i

)
(PX ,e)

i
(1− PX ,e)

nsu−i . (7.75)

7.8 Numerical and simulation results

In this section, we investigate the effects of RF impairments on the spectrum sensing performance of
EDs by illustrating analytical and Monte-Carlo simulation results for different RF imperfection levels.
In particular, we consider the following insightful scenario. It is assumed that the wideband signal is
consisted of K = 8 channels and the second channel is sensed (i.e., k = 2). The signal and the total
guard band bandwidths are assumed to be Wsb = 1 MHz and Wgb = 125 KHz, respectively, while the
sampling rate is chosen to be equal to the bandwidth of wireless signal as W = 9 MHz. Moreover,
the channel occupancy process is assumed to be Bernoulli distributed with probability, q = 1/2, and
independent across channels, while the signal variance is equal for all channels. The number of samples
is set to 5 (Ns = 5), while it is assumed that σ2

h = σ2
w = 1. In addition, for simplicity and without

loss of generality, we consider an ideal clipping power amplifier. In the following figures, the numerical
results are shown with continuous lines, while markers are employed to illustrate the simulation results.
Moreover, the performance of the classical ED with ideal RF front-end is used as a benchmark.

Figs. 7.2 and 7.3 demonstrate the impact of LNA non-linearities on the performance of the classical
ED, assuming different SNR values. Specifically, in Fig. 7.2, false alarm probabilities are plotted against
threshold for different SNR and IBO values, considering β = 100 Hz, IRR = 25 dB and phase imbalance
equal to φ = 3o. It becomes evident from this figure that the analytical results are identical with
simulation results; thus, verifying the presented analytical framework. Additionally, it is observed that
for a fixed IBO value, as SNR increases, the interference for the neighbor and mirror channels increases;
hence, the false alarm probability increases. On the contrary, as IBO increases, for a given SNR value, the
effects of LNA non-linearities are constrained; therefore the false alarm probability decreases. Moreover,
this figure indicates that the levels of RF impairments should be taken into consideration, when selecting
the energy threshold, in order to achieve a false alarm probability requirement.

In Fig. 7.3, ROCs are plotted for different SNR and IBO values, considering β = 100 Hz, IRR =
25 dB and φ = 3o. We observe that for low SNR values, LNA non-linearities do not affect the ED
performance. However, as SNR increases, the distortion noise caused due to the imperfection of the
amplifier increases; as a result, LNA non-linearities become to have more adverse effects on the spectrum
capabilities of the classical ED, significantly reducing its performance for low IBO values. Furthermore,
as IBO increases, the effects of LNA non-linearities become constrained and therefore the performance
of the non-ideal ED tends to the performance of the ideal ED.

Fig. 7.4 illustrates the impact of phase noise on the performance of the classical ED, assuming various
SNR values, when IRR = 25 dB, φ = 3o and IBO = 6 dB. We observe that for practical levels of IQI
and phase noise, the signal leakage from channels −k + 1 and −k − 1 to channel −k due to phase noise
is small. Note that the signal leakage to channel k from the channel −k− 1 and −k+1 due to the joint
effect of phase noise and IQI is in the range of [−70 dB,−50 dB]. Consequently, in the low SNR regime,
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Figure 7.2 False alarm probability vs Threshold for different values of IBO and SNRs, when IRR =
25 dB and β = 100 Hz.
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Figure 7.4 ROCs for different values of β and SNRs, when IBO = 6 dB and IRR = 25 dB.

the leakage from the channels −k − 1 and −k + 1 do not affect the spectrum sensing capabilities. In
other words, at low SNR values, phase noise do not affect the spectrum sensing capability of the classical
ED compared with the ideal RF front-end ED. On the other hand, as SNR increases, phase noise has
more severe effect on the spectrum sensing capabilities of the classical ED, significantly reducing the ED
performance for high β values.

The effect of IQI on the spectrum sensing performance of ED are presented at Fig. 7.5. In particular,
in this figure, ROCs are plotted assuming various SNRs, when the IBO = 6 dB and β = 100Hz. Again,
the analytical results coincide with the simulation, verifying the derived expressions. At low SNRs, it is
observed that there is no significant performance degradation due to IQI. Nonetheless, as SNR increases,
the interference of the mirror channels increases. As a result, IQI notably affects the spectrum sensing
performance. Additionally, for a fixed SNR, it is evident that as IRR increases, the signal leakage of
the mirror channels, due to IQI, decreases; hence, the performance of the non-ideal ED tends to become
identical to the one of the ideal ED. Finally, when compared with the spectrum sensing performance
affected by LNA nonlinearities, as depicted in Fig. 7.3, it becomes apparent that the impact of LNA
nonlinearity to the spectrum sensing performance is more detrimental than the impact of IQI.

The effect of RF impairments in cooperative sensing, when the reporting channel is considered error
free, is illustrated in Fig. 7.6. In this figure, ROCs for ideal (continuous lines) and non-ideal (dashed
lines) RF front-end SUs are presented, considering a CR network composed of nsu = 5 SUs, and a
single FC, which uses the OR or AND rule to decide whether the sensing channel is idle or busy. The
EDs of the SUs are assumed identical with IBO = 3 dB, IRR = 20 dB, and β = 100 Hz. Again it
is shown that the analytical results are identical with simulation results; thus, verifying the presented
analytical framework. Moreover, it is observed that as the FC decision rule becomes more strict, the
performance of the CR network improves; consequently the OR rule outperforms the AND rule. When a
given decision rule is applied, it becomes evident from the figure that the RF imperfections cause severe
degradation of the sensing capabilities of the CR network. For instance, if the OR rule is employed
and false alarm probability is equal to 14%, the RF impairments results in about 31% degradation
compared with the ideal RF front-end scenario. This result indicates that it is important to take into
consideration the hardware constraints of the low-cost spectrum sensing SUs. Furthermore, this figure
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and IBO = 6 dB and IRR = 30 dB, respectively.

reveals that cooperative spectrum sensing can be used as a countermeasure to deal with the effects of
RF imperfections.

In Fig. 7.7, ROCs are illustrated for a CR network composed of nsu = 5, which suffer from different
levels of RF imperfections, and a single FC that employs either the AND or the OR rule to decide
whether the sensing channel is idle or busy. In this scenario, we consider two types of SUs, namely
S1 and S2. The RF front-end specifications of S1 are IBO = 3 dB, IRR = 20 dB and β = 100 Hz,
whereas the specifications of S2 are IBO = 6 dB, IRR = 30 dB and β = 100 Hz. In other words, the
CR network, in this scenario, includes both SUs of almost the worst (S1) and almost optimal (S2) RF
front-end quality. As benchmarks, the ROCs of a CR network equipped with classical ED sensor nodes
in which the RF front-end is considered to be ideal, and CR networks that uses only S1 or only S2 sensor
nodes are presented. In this figure, we observe the detrimental effects of the RF imperfections of the ED
sensor nodes to the sensing capabilities of the CR network. Furthermore, it is demonstrated that as the
numbers of S1 and S2 SUs are respectively decreasing and increasing, the ED performance of the FC
tends to become identical to the case when all the SUs are considered to be ideal. This was expected
since S2 SUs have higher quality RF front-end characteristics than the other set of SUs. Finally, we
observe that the OR rule outperforms the AND rule for any number of S1 and S2.

7.9 Conclusions

We studied the performance of multi-channel spectrum sensing, when the RF front-end is impaired by
hardware imperfections. In particular, assuming Rayleigh fading, we provided the analytical framework
for evaluating the detection and false alarm probabilities of EDs when LNA nonlinearities, IQI and phase
noise are taken into account. Next, we extended our study to the case of a CR network, in which the
SUs suffer from different levels of RF impairments, taking into consideration both scenarios of error free
and imperfect reporting channels. Our results illustrated the degrading effects of RF imperfections on
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the ED spectrum sensing performance, which bring significant losses in the utilization of the spectrum.
Among others, LNA non-linearities were shown to have the most detrimental effect on the spectrum
sensing performance. Furthermore, we observed that in cooperative spectrum sensing, the sensing ca-
pabilities of the CR system are significantly influenced by the different levels of RF imperfections of
the SUs. Therefore, RF impairments should be seriously taken into consideration when designing direct
conversion CR RXs.



Chapter 8

Optimal power allocation for OFDMA systems

under IQI

This chapter studies the PA problem in an ODFMA system, when the served UEs suffer from different
levels of IQI. Additionally, we present a novel low-complexity solution with directly calculated PA poli-
cies, given the Lagrange multiplier, which mitigates the impact of IQI and achieves fairness in terms of
capacity for the served UEs, by maximizing the minimum achievable capacity of the UEs. The effec-
tiveness of the offered solution is validated through reliable simulation results, which reveal that it can
drastically increase the minimum achievable UEs’ capacity.

The research results of this chapter are included in [379].

8.1 Related work and contribution

Various approaches have been proposed so far to eliminate, compensate, and mitigate the effects of IQI
using baseband signal processing techniques at the RX (see [299, 319, 341, 343, 351, 352, 356, 357, 359,
363, 365, 371, 385, 509], and references therein). For example, in [371], the authors presented an IQI
mitigation method for OFDMA systems, in which each subcarrier is processed jointly with its counterpart
at the image subcarrier. All previously mentioned works deal with IQI at the RX by employing digital
signal processing. However, in wireless systems, where low-cost, energy efficiency, low-complexity, and
compactness of the RXs are key design requirements, the extra processes in the RX may be prohibitive.
Inspired by this, in the present work, we investigate the PA problem for OFDMA wireless systems, when
the served UEs suffer from different levels of IQI. To mitigate the impact of IQI, we propose a novel low-
complexity solution with directly calculated PA policies, given the Lagrange multiplier, that maximizes
the minimum UEs’ achievable capacity, with respect to the BS transmitted power. The proposed PA
solution outperforms the conventional one, which does not take into consideration the IQI levels of the
served UEs, while, at the same time, fairness in terms of capacity of the served UEs is achieved. The
effectiveness of the offered solution is validated through simulations, which reveal that it can significantly
increase the minimum achievable UEs’ capacity.

8.2 Organization

The reminder of this chapter is organized as follows. The system and the signal model of both the ideal
and the IQI impaired RF front-ends are presented in Section 8.3. The optimization problem is formulated
in Section 8.4. In the same section, the proposed PA scheme, which takes into account the level of IQI of
each UE, is provided. Simulation results that demonstrate the effectiveness of the proposed PA scheme in
comparison with the conventional PA scheme, are presented in Section 8.5. Finally, Section 8.6 concludes
the chapter by summarizing the main findings.

8.3 System and signal model

In this section, we revisit the ideal signal model, as well as the realistic IQI signal models in multi-carrier
direct-conversion RX scenario in an OFDMA system.

117
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8.3.1 Ideal RF front-end

We assume OFDMA transmission, where a transmitted signal at subcarrier k for the UE i, si(k),
conveyed over a wireless channel, hi(k), with an AWGN, ni(k). The received RF signal is passed
through various processing stages, also known as the RF front-end of the RX. These stages include
filtering, amplification, analog I/Q demodulation, down-conversion to base band and sampling. To this
end, the corresponding base band equivalent received signal can be expressed as

rid,i(k) = hi(k)si(k) + ni(k). (8.1)

Note that hi(k) is given by

hi(k) =
gi(k)

Dn
i

, (8.2)

where gi(k) is a complex Gaussian RV, n represents the path loss exponent and

Di =
di
d0
, (8.3)

with di and d0 be the distance between the BS ans the i−th UE, and the reference distance, respectively.
Based on this, the instantaneous SNR per symbol at the RX input of the i− th UE can be given by,

γid,i(k) =
Ps(k)

N0
|hi(k)|2 , (8.4)

where, Ps(k), denotes the power per transmitted symbol at subcarrier k and N0 is the single-sided
AWGN PSD.

8.3.2 IQI model for OFDMA systems

Based on (4.14), the time-domain base band representation of the IQI impaired signal at the i−th UE
can be obtained as

gnoi = K1,igi +K2,ig
∗
i , (8.5)

where gi denotes the base band IQI−free signal at the i−th UE and g∗i raised due to the involved IQI
effects. Furthermore, according to (4.15) and (4.16), the RX IQI coefficients, K1,i and K2,i, can be
expressed as

K1,i =
1

2

(
1 + ǫie

−jφi
)

(8.6)

and

K2,i =
1

2

(
1− ǫie

jφi
)
, (8.7)

where ǫi and φi account for the RX amplitude and phase mismatch, of the i−th UE, respectively. It is
also noted that the IQI parameters are algebraically linked to each other as

K2,i = 1− (K1,i)
∗
. (8.8)

The RX IQI coefficients are associated with the corresponding IRR though

IRRi =
|K1,i|2

|K2,i|2
. (8.9)

It is recalled here that for practical analog RF front-end electronics, the value of IRR is typically
in the range of 20 dB − 40 dB [299, 307, 314, 320, 510]. Furthermore, the second term, K2,ig

∗
id,i, is

due to the associated imbalances and in multi-carrier transmission it denotes the image aliasing effect,
which results to crosstalk between the mirror-frequencies in the down-converted signal. This is because,
in general, complex conjugate in time domain corresponds to complex conjugate and mirroring in the
frequency domain. Therefore, the spectrum of the imbalance signal at the k-th subcarrier becomes

GIQI,i (k) = K1,iGi (k) +K2,iG
∗
i (−k) , (8.10)

where Gi (k) and Gi (−k) denote the spectrum of the IQI free signal at the k and −k subcarriers,
respectively.
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8.3.3 OFDMA systems impaired by IQI

In the case of multi-user transmission, we assume that multiple RF subcarriers are down-converted to the
baseband by means of wideband direct-conversion, where the RF spectrum is translated to the baseband
in a single down-conversion [321]. Note that the wideband conversion is the most general scenario in
multi-carrier wireless systems [279]. For notational convenience, we denote the set of subcarriers/UEs as

K = {−K, · · · ,−1, 1, · · · ,K} . (8.11)

Without loss of generality, it is assumed that the signal carried by the k−th subcarrier is intended for
the k−th UE, a signal carried by the mirror subcarrier, −k, is intended for UE −k. Moreover, since the
BS is usually a high-complexity device, the RF front-end of the TX is considered ideal, while the RX
experiences IQI. Hence, by using (8.10), the baseband equivalent received signal in the k−th subcarrier
can be represented as

rk (k) = K1,khk (k) sk (k) +K2,kh
∗
k (−k) s∗−k (−k) +K1,knk (k) +K2,kn

∗
k (−k) , (8.12)

while the baseband equivalent received signal in the −k-th subcarrier can be expressed as

r−k (−k) = K1,−kh−k (−k) s−k (−k) +K2,−kh
∗
−k (k) s

∗
k (k) +K1,−kn−k (−k) +K2,−kn

∗
−k (k) . (8.13)

With the aid of (8.13), it is shown that IQI is the reason that the received baseband equivalent signal
intended for the k−th UE, sk(k), is interfered by the image signal intended for UE −k, s∗−k(−k). The
instantaneous SINR per symbol at the input of the RX of the k−th UE at subcarrier k can be expressed
as

γk (k) =
|K1,k|2 |hk (k)|2 Ps(k)

|K2,k|2 |hk (−k)|2 Ps(−k) +
(
|K1,k|2 + |K2,k|2

)
N0

, (8.14)

or equivalently

γk (k) =
|hi (k)|2 Ps(k)

|hi(−k)|
2

IRRk
Ps(−k) +

(
1 + 1

IRRi

)
N0

. (8.15)

Similarly, the instantaneous SINR per symbol at the input of the RX of the −k-th UE can be obtained
by interchanging k with −k and vise versa in (9.44). Consequently, the achievable rates at UE k, with
k ∈ K, can be obtained as

Rk(k) = log2 (1 + γk(k)) . (8.16)

8.4 Problem formulation & proposed PA scheme

In this section, we first define the PA optimization problem, and then, we present a novel solution. We
consider that the optimization is performed by the BS, which has full CSI1 as well as the served UEs
IQI levels, i.e., their IRR values. As we are interested in increasing the achievable capacity of each UE,
we aim to maximize the minimum capacity with respect to the transmitted power. The corresponding
optimization problem can be written as

max
P

min
k∈K

Rk

s.t. C1 :
∑

k∈K

Ps(k) ≤ Pmax,
(8.17)

where

P = [Ps(−K), · · · , Ps(−1), Ps(1), · · · , Ps(K)] , (8.18)

1Note that a low complexity method that can be used by each UE in order to estimate its channel in the presence of
IQI was presented in [349]. Moreover, if the channel reciprocity property is valid, i.e. uplink and downlink occurs within
a coherence block, the BS can perform the channel estimation process [511–513].
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and Pmax stands for the maximum allowable transmitted power. The optimization problem in (8.17)
corresponds is identical to the problem of minimum SINR maximization, and, thus, it can be rewritten as

max
P

min
k∈K

γk

s.t. C1 :
∑

k∈K

Ps(k) ≤ Pmax,
(8.19)

The objective function in (8.19) is not a purely analytical expression. However, by using the epigraph
representation of the optimization problem in (8.17), it can be equivalently expressed as

max
P

R

s.t. C1 :
∑

k∈K

Ps(k) ≤ Pmax,

C2 : γk ≥ R, ∀k ∈ K.

(8.20)

In the above, C2 represents the hypograph of the original optimization problem in (8.17), with R being
an extra auxiliary variables.

Notice that the optimization problem in (8.20) is non-convex. However, it can be easily transformed
into a convex one by replacing Ps(k) with exp(x(k)) and R with exp(y) and by following similar steps
as in [514]. After some mathematical manipulations, this problem can be finally expressed as

max
P

y

s.t. C1 :
∑

k∈K

exp (x(k)) ≤ Pmax,

C2 : ln

(
|hk (−k)|2
IRRk

exp (x(−k)− x(k)) +

(
1 +

1

IRRk

)
N0 exp(−x(k))

)

+ y − ln
(
|hk (k)|2

)
≤ 0, ∀k ∈ K. (8.21)

Apparently, the constraint C1 is convex as a summation of convex functions. Next, to prove the convexity
of C2, we use (9.44), and rewrite C2 as

|hk (k)|2 Ps(k)
|hk(−k)|

2

IRRk
Ps(−k) +

(
1 + 1

IRRk

)
N0

≥ R. (8.22)

Note that the left side of (8.22) corresponds to the SINR and it is not convex.
By replacing Ps(k) with exp(x(k)) and R with exp(y), (8.22) can be expressed as

|hk (k)|2 exp(x(k))
|hk(−k)|

2

IRRk
exp(x(−k)) +

(
1 + 1

IRRk

)
N0

≥ exp(y), (8.23)

or

1

exp(y)
≥ |hk (−k)|2 exp(x(−k)) + (1 + IRRk)N0

IRRk |hk (k)|2 exp(x(k))
, (8.24)

which can equivalently be written as

|hk(−k)|
2

IRRk
exp(x(−k)− x(k)) +

(
1 + 1

IRRk

)
N0 exp(−x(k))

|hk (k)|2
≤ 1

exp(y)
. (8.25)

By taking the natural logarithm, ln(·), to both sides, (8.25) can be transformed to

f ≤ 0, (8.26)
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where

f = ln

(
|hk (−k)|2
IRRk

exp (x(−k)− x(k)) +

(
1 +

1

IRRk

)
N0 exp(−x(k)

)
+ y − ln

(
|hk (k)|2

)
. (8.27)

In order to prove that (8.26) is convex, we need to prove that the eigenvalues of the Hessian matrix
of f are non-negative [515]. According to [515], the Hessian matrix of f can be obtained as

Hf =




∂2f
∂2x(k)

∂2f
∂x(k)∂x(−k)

∂2f
∂x(k)∂y

∂2f
∂x(−k)∂x(k)

∂2f
∂2x(−k)

∂2f
∂x(−k)∂y

∂2f
∂y∂x(k)

∂y
∂2x(−k)

∂2f
∂2y


 (8.28)

where

∂2f

∂2x(k)
=

∂2f

∂x(k)∂x(−k) =
∂2f

∂x(k)∂y
=

∂2f

∂x(−k)∂x(k) =
∂2f

∂x(−k)∂y

=
∂2f

∂x(−k)∂y =
∂2f

∂y∂x(k)
=

∂y

∂2x(−k) =
∂2f

∂2y
= 0, (8.29)

and
∂2f

∂2x(−k) =
|hk (−k)|2 (1 + IRRk)N0 exp(x(−k))

((1 + IRRk)N0 + |hk (−k)|2 exp(x(−k)))2
. (8.30)

Therefore, the eigenvalues of Hf can be derived as

φ1 =
|hk (−k)|2 (1 + IRRk)N0 exp(x(−k))(

(1 + IRRk)N0 + |hk (−k)|2 exp(x(−k))
)2 ≥ 0, φ2 = 0, φ3 = 0, (8.31)

which are non-negative. This proves that the constraint C2 is convex. In other words, the optimization
problem can be solved by using convex optimization and specifically dual decomposition. Consequently,
it can be solved by using the dual decomposition method [515]. For this reason, the Lagrangian of (8.21)
is needed, which can be obtained as [515, Ch. 5]

L = y − λ

(
∑

k∈K

exp (x(k)) − Pmax

)
−
∑

k∈K

µk

(
ln

(
|hk (−k)|2

IRRk
exp (x(−k)− x(k))

+

(
1 +

1

IRRk

)
N0 exp(−x(k))

)
+ y − ln

(
|hk (k)|2

))
, (8.32)

where λ ≥ 0 and µk ≥ 0 are the Lagrange multipliers (LMs).
Finally, for fixed LMs, by solving the Karush-Kuhn-Tucker conditions, i.e.,

∂L

∂x(k)
=

∂L

∂x(−k) = 0, (8.33)

and after some mathematical manipulations, we get the optimal solutions x̃(k) and x̃(−k), which are
respectively given by

x̃(k) = ln


−ξk

2
+
µ−k − µk

2λ
+

√
ξ2k
4

+
(µ−k − µk)

2

4λ2
+
ξk
2λ

(µ−k + µk)


 . (8.34)

or equivalently the Ps(k) and Ps(−k), which can be obtained as

P̃s(k) = −ξk
2

+
µ−k − µk

2λ
+

√
ξ2k
4

+
(µ−k − µk)

2

4λ2
+
ξk
2λ

(µ−k + µk). (8.35)
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and

x̃(−k) = ln


−ξ−k

2
+
µk − µ−k

2λ
+

√
ξ2−k
4

+
(µk − µ−k)

2

4λ2
+
ξ−k
2λ

(µk + µ−k)


 . (8.36)

or equivalently the Ps(k) and Ps(−k), which can be respectively obtained as

P̃s(k) = −ξk
2

+
µ−k − µk

2λ
+

√
ξ2k
4

+
(µ−k − µk)

2

4λ2
+
ξk
2λ

(µ−k + µk). (8.37)

and

P̃s(−k) = −ξ−k
2

+
µk − µ−k

2λ
+

√
ξ2−k
4

+
(µk − µ−k)

2

4λ2
+
ξ−k
2λ

(µk + µ−k). (8.38)

where the coefficients ξk and ξ−k are given by

ξk =
IRRk + 1

|h−k (k)|2
N0. (8.39)

ξ−k =
IRR−k + 1

|hk (k)|2
N0. (8.40)

For given LMs, (8.35) and (8.38) are low-complexity directly calculated PA optimization solution,
given the Lagrange multiplier, that can be calculated in parallel. Interestingly, it takes into consid-
eration the RXs non-ideal characteristics and guarantees fairness in terms of UE achievable capacity.
Additionally, we point out that, according to (8.35), the power allocated to the k−th UE is dependent
from the RF characteristics and the channels of all the 2K UEs that are served via the LMs, λ and µk.
Note that for K1,k = 1 and K2,k = 0 (k ∈ {−K, · · · ,−1, 1, · · · ,K}), the proposed optimization solution
is simplified to the PA for an ideal RF front-end scheme. This PA is used by the BS that is unaware
of the UEs’ RF imperfections, and to what follows, we refer to as “classical PA” [515]. The constants
λ and µk can be easily estimated, in polynomial time, by an iterative algorithm such as subgradient
method [516–518].

Proposition 8.1. The minimum achievable capacity is maximized when the inequality constraint in (8.17)
is satisfied with equality.

Proof. Please refer to Appendix L. �

This proposition indicates that the system should always use the total transmit power in order to
maximize the minimum achievable capacity of the 2K UEs.

Proposition 8.2. At the optimal, the k and −k UEs will have the same achievable capacity.

Proof. Please refer to Appendix M. �

Proposition 8.2 claims that at the optimal solution, the k and −k UEs have the same achievable ca-
pacity.

8.5 Numerical results & discussion

In this section, we demonstrate the efficiency of the proposed PA scheme by presenting simulation
results. In particular, we consider that a BS serves 2K UEs. Each UE suffers from different levels of
IQI. Furthermore, it is important to note that, unless otherwise is stated, in the following figures, we
consider that n = 3, φk = 3o, ǫk < 1 and Dk = 1 for k ∈ K. Finally, without loss of generality, we
assume that Pmax = 1.

Fig. 8.1 illustrates the detrimental effects of IQI on the achievable capacity of each UE and the
efficiency of the proposed PA scheme. We observe that for low Pmax

N0
values, IQI does not affect the
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Figure 8.1 Capacity as a function of Pmax

N0
for different levels of IRR−1, when IRR1 = 20 dB and K = 1.

UEs capacity performance. However, as Pmax

N0
increases, the impact of IQI has adverse effects on its

UEs achievable capacity. Furthermore, it is evident that the proposed PA scheme can mitigate the
performance degradation, due to IQI and positively contribute to the increase of the UEs achievable
capacity. For example, for Pmax

N0
= 35 dB, IRR1 = IRR−1 = 20 dB, the use of the proposed PA

scheme increases the average achievable rate about 22.3%. This indicates the importance of taking into
consideration the effects of the UEs IQI, when designing a PA scheme.

In Fig. 8.2, the UEs capacity as a function of the IRR1, for different values of IRR2 and Pmax

N0
= 30 dB

for both classical and the proposed PA schemes, is plotted. From this figure, it is evident that the
proposed PA scheme outperforms the classical one for all the IRR values. Moreover, it is observed that,
for a given IRR−1, as IRR1 increases, the signal leakage of the mirror subcarrier decreases; hence, the
performance of the proposed PA scheme tends to these of the conventional scheme. For example, for
IRR−1 = 30 dB, for IRR1 = 20 dB, the use of the proposed PA scheme increases the average achievable
rate about 18%, whereas for IRR1 = 30 dB and the same IRR1, the increase of the average achievable
rate is about 5.6%.

In Fig. 8.3, the average achievable capacity of each UE of the proposed PA scheme as a function
of Pmax

N0
for different values of K is depicted, when IRRk = 20 dB, with k ∈ K. Again, it is observed

that the proposed PA scheme outperforms the classical PA scheme for any value of K and in all the
Pmax

N0
regime. Furthermore, from this figure, it is evident that as K increases, the effects of IQI become

more detrimental. For instance, for K = 2, in the high Pmax

N0
regime, each UE capacity is limited to

4.21 bits/sec/Hz, while for K = 3, it is constrained to 3.63 bits/sec/Hz. Additionally, we observe that
as K increases, the effectiveness of the proposed PA scheme increases. For example, for Pmax

N0
= 40 dB,

the use of the proposed PA scheme results to 24.47%, 33.79% and 41.36% increase of the average UE
capacity for K = 1, K = 2 and K = 3, respectively.

In Fig. 8.4, the average achievable capacity of each UE as a function of Pmax

N0
for different values of D1,

when K = 1, D−1 = 1, and IRR1 = IRR−1 = 20 dB, is plotted. From this figure, it is evident that the
proposed PA scheme outperforms the classical PA scheme for any value of D1 and in all the transmitted
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SNR region. Also, for fixed Pmax

N0
, as D1 increases, the impact of IQI in the average achievable capacity

become more severe, when the classical PA is employed. For example, for Pmax

N0
= 40 dB and D1 = 1,

each UE’s capacity equals 6.5 bits/sec/Hz, whereas, for the same Pmax

N0
value and D1 = 3, each UE’s

capacity is 2.5 bits/sec/Hz. Moreover, we observe that as D1 increases the effectiveness of the proposed
PA scheme increases. For instance, for Pmax

N0
= 40 dB, the use of the proposed PA scheme results to

24.5%, 64.9% and 131.7% increase of the average UE’s capacity for D1 = 1, D1 = 2 and D1 = 3,
respectively. This reveals that the proposed PA scheme provides even larger gain as compared to classic
PA, when the UEs have different channel qualities.

8.6 Conclusions

In this chapter, the minimum achievable rate of UEs that suffers from IQI was maximized, with respect
to the BS transmitted power. In particular, we presented a novel low-complexity solution with directly
calculated PA policies, given the Lagrange multiplier, which by taking into account the impact of IQI,
achieves fairness in terms of capacity for the served UEs. The proposed PA scheme has the same
computational complexity as the conventional one. However, as it was demonstrated, through computer
simulations, the proposed PA scheme leads to a notable increase of the UEs achievable rate, compared
to the conventional PA scheme, especially, when the UEs have different channel qualities.





Chapter 9

I/Q imbalance self-interference coordination

This chapter presents a novel low-complexity scheme, which improves the performance of single-antenna
multi-carrier communication systems, suffering from IQI at the RX. We refer to the proposed scheme
as I/Q-imbalance self-interference coordination (IQSC). IQSC does not only mitigate the detrimental
effects of IQI, but, through appropriate signal processing, also coordinates the self-interference terms
produced by IQI in order to achieve second-order frequency diversity. However, these benefits come at
the expense of a reduction in transmission rate. More specifically, IQSC is a simple transmit diversity
scheme that improves the signal quality at the RX, by elementary signal processing operations across
symmetric (mirror) pairs of subcarriers. Thereby, the proposed transmission protocol has a similar
complexity as Alamouti’s STBC scheme and does not require extra transmit power nor any feedback.
To evaluate the performance of IQSC, closed form expressions for the resulting outage probability and
symbol error rate are derived. Interestingly, IQSC outperforms not only existing IQI compensation
schemes, but also the ideal system without IQI for the same spectral efficiency and practical target error
rates, while it achieves almost the same performance as ideal (i.e., IQI-free) equal-rate repetition coding
(RC). Our findings reveal that IQSC is a promising low-complexity technique for significantly increasing
the reliability of low-cost devices that suffer from high levels of IQI.

The research results of this chapter are included in [314].

9.1 Related work

The effect of RF imperfections, in genera,l was studied in several works [278, 320, 331, 417, 486, 487,
502, 503, 519], while performance degradation due to IQI in particular was investigated in [279, 350, 355,
358, 366, 367, 382, 461, 464–466, 520–522]. For instance, the authors in [366] derived an exact expression
for the SINR in OFDM systems impaired by IQI, assuming that the channel of each subcarrier and its
image are uncorrelated. In [520], the performance of OFDM systems employing M -QAM was studied
in the presence of IQI in terms of the error vector magnitude, which is a modulation quality measure
used to evaluate the effects of imperfections in digital communication systems. In [355], the impact of
IQI caused by a low pass filter mismatch was illustrated and the importance of IQI compensation was
highlighted. Furthermore, the authors of [367, 464–466] analyzed the performance of relaying systems in
the presence of IQI. The impact of IQI in cognitive radio systems was analyzed in [278, 279, 486], where
it was shown that, in a multi-channel environment, IQI increases the false alarm probability significantly
and considerably limits the spectrum sensing capabilities of EDs compared to the ideal RF RX case.

Various approaches have been proposed so far to eliminate, compensate, and mitigate the effects of IQI
using base band signal processing techniques (see, for example [64, 299, 319, 327, 339, 341, 347, 351, 353,
356, 365, 462, 521, 523], and references therein). For example, in [353], the authors proposed a number
of pilot designs for channel estimation in OFDM systems in the presence of I/Q mismatches at both the
TX and the RX. Moreover, estimation-based system-level algorithms, including least square equalization,
adaptive equalization, and post-fast Fourier transform least square, were proposed in [462] to compen-
sate the distortions caused by IQI. Furthermore, blind (non-data-aided) digital signal processing-based
compensation of IQI for wideband multi-carrier systems was studied in [299, 319, 341, 351]. Specifically,
in [341] a digital compensation method was proposed for MIMO systems employing STBC, which is
based on the algebraic properties of the received signal combined with a suitable pilot structure, while
interference cancellation-based and blind source separation-based compensation methods, were presented
in [319].

All previously mentioned works deal with IQI as a source of impairment that should be compensated.
In contrast to this approach, IQI at the TX may also be seen as a source of diversity, due to the TX-
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induced mirror-frequency interference. This diversity can be fully exploited via joint ML detection of
the signals received in the mirror subcarriers, or partially exploited by other sub-optimal nonlinear
detection techniques such as SIC, as was demonstrated experimentally for OFDM in [524], and later
confirmed in [525]. Still, when weighed against the implementation complexity of nonlinear RXs, the
small achievable SNR improvement may prove to be too expensive [300]. Moreover, as pointed out
in several prior works including [524], RX IQI is detrimental for the outage and error performance of
wireless communication systems, regardless of the detector that is used. The reason for this is that RX
IQI affects both the received signal and the noise; hence, it is commonly believed that RX IQI should
be compensated [299, 319, 341, 350, 351, 356, 367, 374, 378, 382]. However, to the best of the author’s
knowledge, no solution has been proposed so far that achieves a diversity gain in the presence of RX IQI.

9.2 Motivation and contribution

From an implementation point of view, DCA is a promising approach to realize low-cost highly integrated
wireless equipment. Although DCRs avoid the main drawbacks of other RX architectures, the insufficient
image rejection due to IQI is a major concern. For instance, in the case of using a non-zero intermediate
frequency (IF), the image signal can be up to 50− 100 dB stronger than the desired one [319]. Thus, in
such situations, the 20− 40 dB attenuation provided by the quadrature down-conversion alone is clearly
insufficient. Furthermore, with wideband modulated communication waveforms and high-order symbol
alphabets, IQI has a tremendous impact on the demodulated signal quality and can severely degrade the
RX performance, if not taken properly into account. Notice also that, although the distortion caused by
IQI resembles to some extent ordinary ISI, it cannot be properly mitigated using ordinary equalization
techniques due to its special structure [341].

In this chapter, we propose a novel low-complexity technique, which we refer to as (IQSC), which
significantly increases the performance of single-antenna multi-carrier communication systems suffering
from IQI at the RX, by coordinating the self-interference caused by IQI. In contrast to the IQI compen-
sation approach, IQSC does not only eliminate the effects of IQI, but, through signal processing, also
coordinates the self-interference terms produced by IQI to achieve frequency diversity, which we refer to as
mirror -frequency diversity (MFD). In other words, IQSC is a low-complexity transmit diversity scheme,
which improves the signal quality at the RX by simple signal processing operations across symmetric
subcarrier pairs. IQSC achieves a diversity order of two, i.e., the same diversity order as maximal-ratio
combining (MRC) with two RX antennas or Alamouti’s STBC with two TX antennas [526]. Notably,
by applying IQSC in DCA systems, the IQI is not only compensated but is no longer harmful for the
system’s performance. Furthermore, the proposed transmission protocol requires neither extra transmit
power nor any feedback from the RX to the TX, while its computational complexity is similar to that of
Alamouti’s STBC scheme. However, the exploitation of the extra DoF offered by IQI to achieve two-fold
transmit diversity comes at the expense of a reduction in transmission rate. In particular, the encoding
process at the TX requires two consecutive time intervals (or time-slots) for transmission of each data
block. Finally, an alternative IQSC (A-IQSC) technique is also presented, which achieves similar outage
and error performance as IQSC, with the same computational complexity and rate.

To confirm the effectiveness of the proposed method, we derive closed form expressions for the outage
probability and the SER of IQSC, and compare its performance (with respect to these two metrics) with
two baseline systems; namely an ideal system without IQI, called ideal RF front-end, and a system
with uncompensated IQI in the RF front-end, called IQI RF front-end, which correspond to the best
case and the conventional transmission scenarios, respectively. Our results demonstrate the superior
reliability (which comes at the expense of sacrificing throughput) of IQSC compared to the baseline
systems. Surprisingly, in medium-to-high SNRs, the proposed scheme outperforms both baseline schemes
in terms of error performance even for the same spectral efficiency. As another means to assess its error
performance fairly, we also compare IQSC with RC and the frequency-time block code (FTBC) proposed
in [527], which both have the same rate as IQSC. Again, we observe that IQSC outperforms both RC
and FTBC with uncompensated IQI, referred to as IQI RF front-end with RC and FTBC, respectively,
while it has a similar performance as the ideal RF front-end with RC and FTBC, i.e., RC and FTBC
without IQI in the RF front-end.
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9.3 Organization

The remainder of this chapter is organized as follows. The equivalent complex baseband signal repre-
sentation of a multi-carrier communication system with IQI at the RX is presented in Section 9.4. In
Section 9.5, the proposed IQSC encoding at the TX and the associated combining at the RX, as well as
an alternative IQI coordination scheme, namely A-IQSC, are presented in detail. A performance analysis
of IQSC in terms of outage probability and SER is provided in Section 9.6. A point-to-point comparison
of IQSC with a system employing RC, under the same bandwidth and power constraints, is given at
the end of the same section. In Section 9.7, we verify our theoretical analysis by computer simulations,
confirming that IQSC is a robust technique for multi-carrier transmission under IQI. In Section 9.8.1,
the main merits and drawbacks of IQSC are outlined, followed by some discussion regarding the new
concept of MFD. Finally, Section 9.8.2 concludes the chater by summarizing the main findings.

9.4 System and signal model

We start this section by considering the base band signal model of a system without IQI, which will be
referred to as the ideal RF front-end. Having this as a reference, we present the practical IQI signal
model of multi-carrier DCRs, assuming a single antenna at both the TX and the RX, perfect channel
estimation at the RX, and no CSI at the TX.

9.4.1 Ideal RF front-end

We consider a multi-carrier system with 2K RF subcarriers and assume down-conversion to base band
using the wide band direct-conversion principle. For notational convenience, we denote the set of these
subcarriers as

{−K, · · · ,−1, 1 · · · ,K} = {k}Kk=−K , (9.1)

and the set of data symbols loaded to them as

SK = {s(−K), . . . , s(−1), s(1), . . . , s(K)} = {s(k)}Kk=−K . (9.2)

We further assume flat fading on each subcarrier, and that the RF front-ends of both the TX and the
RX are perfect, i.e., no IQI is present in the system.

The received signal is passed through various front-end stages, including filtering, amplification,
analog I/Q demodulation (down-conversion), and sampling. The baseband equivalent received signal in
subcarrier k is

rid(k) = h(k)s(k) + n(k), (9.3)

where fading gain h(k) is modeled as a zero-mean complex Gaussian process of unit variance, and n(k)
represents circularly symmetric AWGN with PSD N0.

9.4.2 RX with IQI in the RF front-end

In this section, we explore the effect of I/Q mismatch on the overall link quality, assuming that the RF
front-end of the TX is perfect, while the RX suffers from IQI.1 We also assume that transmitted signals
s(k) and s(−k), carried by subcarriers k and −k, are associated with channel gains h(k) and h(−k),
respectively, which are mutually independent RVs.

According to (4.20), the base band equivalent received signal on subcarrier k is given by

r(k) = K1rid(k) +K2r
∗
id(−k), (9.4)

with rid(−k) being the base band equivalent received signal for perfect I/Q balance on subcarrier −k.
Note that for notational convenience, the superscript r has been neglected from the RX IQI coefficients.
Substituting (9.3) into (9.4), we obtain

r(k) = K1h(k)s(k) + i(k) + w(k), (9.5)

1This might correspond to a downlink scenario, where the low-cost DCA user equipment (UE) suffers from IQI.
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Table 9.1 The IQSC encoding and transmission protocol.

Subcarrier
index

−K · · · −k · · · −1 1 · · · k · · · K

Intended
data set

s (−K) · · · s (−k) · · · s (−1) s (1) · · · s (k) · · · s (K)

1st time
interval

s∗ (−K) · · · s∗ (−k) · · · s∗ (−1) s (1) · · · s (k) · · · s (K)

2nd time
interval

s (K) · · · s (k) · · · s (1) −s∗ (−1) · · · −s∗ (−k) · · · −s∗ (−K)

where the interference and composite noise terms, namely i(k) and w(k), are given by

i(k) = K2h
∗(−k)s∗(−k), (9.6)

w(k) = K1n(k) +K2n
∗(−k). (9.7)

Here, w(k) is a zero-mean complex Gaussian process with variance

σ2
w =

(
|K1|2 + |K2|2

)
N0. (9.8)

9.5 The proposed IQSC transceiver design

In this section, we present IQSC, a novel low-complexity scheme for increasing the performance of single-
antenna multi-carrier communication systems suffering from IQI at the RX. The proposed architecture
has two main components:

a) the IQSC encoding scheme at the TX, and

b) the combining scheme at the RX.

9.5.1 The IQSC encoding scheme

Transmission is organized in two time intervals. As shown in Table 9.1, given the data set SK , the
following sequences of symbols are transmitted during the first and second time intervals, respectively,

T1 (SK) = (s∗(−K), . . . , s∗(−k), . . . , s∗(−1), s(1), . . . , s(k), . . . , s(K)) , (9.9)

T2 (SK) = (s(K), . . . , s(k), . . . , s(1),−s∗(−1), . . . ,−s∗(−k), . . . ,−s∗(−K)) . (9.10)

Assuming that the channels for subcarriers k and −k remain constant over two consecutive time
intervals,2 the received signal in the first time interval on subcarrier k becomes

x1(k) = K1h(k)s(k) +K2 (h(−k)s∗(−k))∗ +K1n1(k) +K2n
∗
1(−k)

= a1s(k) + a2s(−k) + w1(k), (9.11)

where a1 and a2 are newly introduced channel-related parameters given by

a1 = K1h(k) and a2 = K2h
∗(−k), (9.12)

and the composite noise term w1(k) in the first time interval on subcarrier k is given by

w1(k) = K1n1(k) +K2n
∗
1(−k). (9.13)

Similarly, the received signal in the second time interval on subcarrier k is

x2(k) = K1h(k) (−s∗(−k)) +K2 (h(−k)s(k))∗ +K1n2(k) +K2n
∗
2(−k)

= − a1s
∗(−k) + a2s

∗(k) + w2(k), (9.14)

2Practical systems are usually designed such that this assumptions holds in order to facilitate channel estimation and
tracking. For channel estimation, the technique proposed in [524] could be applied.
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with the composite noise term w2(k) in the second time interval on subcarrier k being

w2(k) = K1n2(k) +K2n
∗
2(−k). (9.15)

The received signals in the first and second time intervals on subcarrier −k are

x3(−k) = K1h(−k)s∗(−k) +K2 (h(k)s(k))
∗
+K1n1(−k) +K2n

∗
1(k)

= a3s
∗(−k) + a4s

∗(k) + w1(−k), (9.16)

and

x4(−k) = K1h(−k)s(k) +K2 (−h(k)s∗(−k))∗ +K1n2(−k) +K2n
∗
2(k)

= a3s(k)− a4s(−k) + w2(−k), (9.17)

respectively, where the channel-related parameters a3 and a4 are given by

a3 = K1h(−k) and a4 = K2h
∗(k), (9.18)

and w1(−k) and w2(−k) are the composite noise terms in the first and second time intervals on subcarrier
−k, calculated from (9.13) and (9.15), respectively.

From (9.11), (9.14), (9.16), and (9.17), we observe that the received signals on subcarriers k and −k
are interfered by the received signals on subcarriers −k and k, respectively.

9.5.2 The IQSC combining scheme

The IQSC combiner uses the four received signals in the first and second time interval on subcarriers k
and −k to form the following two signals

y(k) = a∗1x1(k) + a2x
∗
2(k) + a∗3x4(−k) + a4x

∗
3(−k), (9.19)

y(−k) = −a1x∗2(k) + a∗2x1(k) + a3x
∗
3(−k)− a∗4x4(−k), (9.20)

which are subsequently used for decoding. Substituting (9.11), (9.14), (9.16), and (9.17) into (9.19)
and (9.20), we obtain

y(k) =

4∑

i=1

|ai|2s(k) + z(k), (9.21)

y(−k) =
4∑

i=1

|ai|2s(−k) + z(−k), (9.22)

where

4∑

i=1

|ai|2 =
(
|K1|2 + |K2|2

) (
|h(k)|2 + |h(−k)|2

)
(9.23)

is the gain achieved by IQSC, and

z(k) = a∗1w1(k) + a2w
∗
2(k) + a∗3w2(−k) + a4w

∗
1(−k), (9.24)

z(−k) = −a1w∗
2(k) + a∗2w1(k) + a3w

∗
1(−k)− a∗4w2(−k), (9.25)

represent the noise components at the output of the combiner, which both have variance

σ2
z =

(
|K1|2 + |K2|2

)2 (|h(k)|2 + |h(−k)|2
)
N0. (9.26)

The combined signals in (9.21) and (9.22) are not only IQI free, but, at the same time, they reveal
that the diversity order achieved by IQSC is equal to those of MRC with two antennas at the RX and
Alamouti’s STBC with two antennas at the TX [526].
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Figure 9.1 Block diagram of the proposed IQSC scheme with RX IQI. In this block diagram, P/S
stands for the parallel-to-serial converter.



9.5. The proposed IQSC transceiver design 133

9.5.3 An alternative mirror-frequency diversity scheme

Next, we present an alternative low-complexity transmit diversity scheme, i.e., A-IQSC, which is also
applicable when the fading channel is constant only over a single time interval. Like IQSC, A-IQSC
requires neither extra transmit power nor feedback. In fact, A-IQSC has the same properties, complexity,
and rate as IQSC, since it uses two mirror subcarriers to transmit the same signal.

Particularly, given the intended data set S̃K ,

S̃K = {s(1), · · · , s(K)} = {s(k)}Kk=1, (9.27)

the following sequence of symbols is transmitted in one time interval

T(S̃K) = (s∗(K), . . . , s∗(k), . . . , s∗(1), s(1), . . . , s(k), . . . , s(K)) . (9.28)

Then, the received signal at subcarriers k and −k are

x(k) = K1h(k)s(k) +K2 (h(−k)s∗(k))∗ +K1n(k) +K2n
∗(−k)

= αs(k) + w(k), (9.29)

and

x(−k) = K1h(−k)s∗(k) +K2 (h(k)s(k))
∗
+K1n(−k) +K2n

∗(k)

= βs∗(k) + w(−k), (9.30)

respectively, where the new channel-related parameters are now given by

α = a1 + a2 = K1h(k) +K2h
∗(−k) (9.31)

and

β = a3 + a4 = K1h(−k) +K2h
∗(k). (9.32)

The combiner, by using the received signals on subcarriers k and −k, forms the following signal that
is sent to the detector

y(k) = α∗x(k) + βx∗(−k). (9.33)

By substituting (9.29) and (9.30) into (9.33), we obtain

y(k) =
(
|α|2 + |β|2

)
s(k) + zc(k), (9.34)

where

zc(k) = α∗w(k) + βw∗(−k) (9.35)

is the noise component at the output of the combiner and has variance

σ2
zc =

(
|K1|2 + |K2|2

)2 (|h(k)|2 + |h(−k)|2
)
N0. (9.36)

Notice that the resulting combined signal in (9.34) is IQI free. Furthermore, according to (9.31) and
(9.32), and after some basic algebraic manipulations, we obtain

|α|2 + |β|2 =
(
|K1|2 + |K2|2

) (
|h(k)|2 + |h(−k)|2

)
+ 4Re{K1K

∗
2h(k)h(−k)}. (9.37)

For practical values of φ, i.e., φ < 5o [367], according to (4.15) and (4.16) , K1 and K2 can be approxi-
mated as K1 ≈ ℜ{K1} and K2 ≈ ℜ{K2}, which based on (4.17) are connected through

ℜ{K1}+ ℜ{K∗
2} ≈ 1, (9.38)

or equivalently

ℜ{K∗
2}

ℜ{K1}
≈ 1

ℜ{K1}
− 1. (9.39)
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Moreover, for practical values of IRR, i.e., 20 dB ≤ IRR ≤ 40 dB [299, 307, 318, 321], we have 1
10 ≤

|ℜ{K∗
2 }

ℜ{K1}
| ≤ 1

100 . By substituting these values into (9.39), we obtain 10
11 ≤ ℜ{K1} ≤ 100

101 . Hence, as IRR

increases, K1 → 1 and consequently

K1K
∗
2 = K1 −K2

1 → 0. (9.40)

Furthermore, except for few central subcarriers, the correlation between subcarrier k and its image
subcarrier −k is small due to their large spectral separation, hence, they can be assumed to be indepen-
dent, i.e.,

E {4ℜ{K1K
∗
2h(k)h(−k)}} = 0. (9.41)

Therefore, the second term on the right-hand side of (9.37) can be neglected, and (9.37) can be appro-
ximated as [367]

|α|2 + |β|2 ≈
(
|K1|2 + |K2|2

) (
|h(k)|2 + |h(−k)|2

)
, (9.42)

which is identical to the combined channel gain for IQSC in (9.23). Since IQSC and A-IQSC also exhibit
the same noise variance (see (9.26) and (9.36)), we expect A-IQSC to achieve a similar performance
as IQSC.

9.6 Performance analysis

In this section, we investigate the effects of IQI on the system performance considering the cases of 1)
ideal RF front-end, 2) uncompensated IQI at the RX (i.e., IQI RF front-end), 3) compensated IQI using
IQSC, and 4) compensated IQI using A-IQSC. Thereby, perfect CSI and IQI parameter knowledge is
assumed at the RX.3 In Section 9.6.1, we give the respective instantaneous SINR expressions, and then, in
Section 9.6.2, we use these expressions to evaluate the end-to-end outage probability, i.e., the probability
that the SINR falls below a given threshold. In Section 9.6.3, we derive closed form expressions for
the SER.

9.6.1 Signal-to-interference-plus-noise ratio

9.6.1.1 Ideal RF front-end

In case of an ideal RF front-end, the instantaneous SINR is given by

γid(k) = |h(k)|2Es
N0

, (9.43)

where Es is the average energy of the transmitted symbol.

9.6.1.2 IQI RF front-end

When IQI impairs the RX, then, based on (9.5) and (9.7), the instantaneous SINR per symbol on
subcarrier k is given by

γ(k) =
|K1|2|h(k)|2Es

|K2|2|h(−k)|2Es + (|K1|2 + |K2|2)N0
=

γid(k)
γid(−k)
IRR +

(
1 + 1

IRR

) . (9.44)

We assume that the correlation between subcarrier k and its image −k is small due to their large
spectral separation. Hence, γid(k) and γid(−k) can be assumed statistically independent. In general,
γid(k) and γid(−k) are correlated RVs with the correlation coefficient given by

ρ = E{γid(k)γ∗id(−k)}. (9.45)

When subcarriers k and −k are close to each other, then the correlation may be significant. To simplify
the analysis, we assume that ρ = 0, which is an accurate assumption except for few central subcarriers
[366, 367, 465]. Note that this assumption is valid for several practical wireless communication systems,
such as LTE, high performance radio local area network (HIPERLAN), and WLAN, since the central
subcarriers are not used in those systems [269, 528–530].

3The case of imperfect CSI due to IQI and outdated estimation will not be investigated in this chapter. However, the
performance results presented here can be considered as upper bounds for the case of imperfect CSI.
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9.6.1.3 IQSC

Assuming equal transmit power for the IQSC scheme and the IQI RF front-end scenario, then, based on
(9.21), (9.22), and (9.26), the instantaneous SNR is given by

γIQSC(k) =
(
|h(k)|2 + |h(−k)|2

) Es
2N0

=
1

2
(γid(k) + γid(−k)) . (9.46)

9.6.1.4 A-IQSC

Assuming that the total transmit power of both subcarriers in A-IQSC is identical to that of the IQI RF
front-end scenario, then, based on (9.34), (9.36), and (9.42), for practical IQI levels, the instantaneous
SNR can be approximated by (9.46).

9.6.2 Outage probability analysis

9.6.2.1 Ideal RF front-end

Assuming that the channel amplitude |h(k)| follows a Rayleigh distribution, the instantaneous SNR
γid(k) given by (9.43) is an exponential distributed RV. Hence, the end-to-end outage probability is
given by

Pout (γth) = 1− e
−

γth
γid , (9.47)

where

γid =
Es
N0

(9.48)

and

γth = 2R − 1, (9.49)

is the SNR threshold with R being the transmission rate.

9.6.2.2 IQI RF front-end

Taking into account (9.44), using x = γid(k) and y = γid(−k), and exploiting the independence between
the exponentially distributed RVs x and y, we obtain for the outage probability [367, 531]

Pout (γth) =

∫ ∞

0

Fx

(
x <

γth
IRR

y + γth

(
1 +

1

IRR

))
fy(y)dy, (9.50)

where Fx(x < X) and fy(y) are the CDF of x and the PDF of y, respectively. Therefore, (9.50) can be
equivalently rewritten as

Pout (γth) =

∫ ∞

0

(
1− exp

(
−
(

γth
IRRγid

y +
γth
γid

(
1 +

1

IRR

))))
exp

(
− y

γid

)
dy, (9.51)

By evaluating the integral in (9.51), we get

Pout (γth) = 1− e
−

γth
γid

(1+ 1
IRR )

1 + γth
IRR

, (9.52)

which depends in the IQI via the IRR. Note that, in the high-SNR regime (γid → ∞), the outage
probability approaches

Pout (γth) ⊜ 1− 1

1 + γth
IRR

. (9.53)

Furthermore, notice that in case of an ideal RF front-end, i.e., IRR → ∞, (9.52) simplifies to (9.47),
while the lower bound of the outage probability at the high SNR regime tends to zero.
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9.6.2.3 IQSC

In the proposed scheme, the effective SNR, γIQSC, is the sum of the instantaneous SNRs on subcarriers
k and −k, which follow exponential distributions. Therefore, γIQSC is a chi-square distributed RV with
mean γIQSC and the PDF is given by

fγIQSC
(γ) =

γ

γ2IQSC

e
− γ

γIQSC . (9.54)

Hence, the outage probability is obtained as

Pout (γ̃th) = 1− γIQSC + γ̃th

γIQSC

e
−

γ̃th
γIQSC , (9.55)

where γIQSC = γid, and γ̃th is the SNR threshold. Since, IQSC requires two time slots to transmit one
data set SK , γ̃th and R are connected via

γ̃th = 22R − 1. (9.56)

Interestingly, when IQSC is employed, the outage performance is independent of the levels of IQI at the
RX, i.e., it is not a function of IRR.

9.6.2.4 A-IQSC

In A-IQSC and for practical IQI levels, according to (9.42), the effective SNR is approximately equal to
γIQSC. Hence, the outage probability of A-IQSC is approximately equal to that of IQSC.

9.6.3 Symbol error rate analysis

For slow flat fading, the SER can be derived by averaging the conditional error probability in AWGN,
Ps(e|γ), over the fading distribution. Mathematically, the SER can be evaluated as

Ps(e) =

∫ ∞

0

Ps(e|γ)fγ(γ)dγ, (9.57)

where fγ(γ) is the PDF of the end-to-end SNR. For several Gray bit-mapped constellations employed in
practical systems, Ps(e|γ) is of the form

Ps(e|γ) = A erfc
(√

Bγ
)
, (9.58)

where A and B are modulation dependent constants. For example, for binary phase-shift keying (BPSK)
A = 0.5 and B = 1, while for QPSK A = 1 and B = 0.5. In the case of square/rectangular M -QAM,
Ps(e|γ) can be written as a finite weighted sum of erfc

(√
Bγ
)
[532].

9.6.3.1 Ideal RF front-end

The instantaneous SNR follows an exponential distribution with PDF

fγid(γ) =
1

γid
e
− γ

γid . (9.59)

Substituting (9.58) and (9.59) into (9.57), and carrying out the integration, we get

Ps(e) =
A

1 +Bγid +
√
Bγid + (Bγid)

2
. (9.60)

9.6.3.2 IQI RF front-end

In case of uncompensated IQI, the SER is given by [340]

Ps(e) =
1

M

M∑

m=1

Ps(em), (9.61)
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where M is the modulation order and

Ps(em) =
M − 1

M
− 2(

√
M − 1)

M
√
1 + φ2m

− 4(M − 1)2

πM
√
1 + φ2m

arctan

(
1

1 + φ2m

)
(9.62)

with

φ2m =
2(M − 1)

3EsIRR

(
|im|2 + (IRR + 1)N0

)
. (9.63)

In (9.63), im denotes the m-th complex-valued symbol of the modulation alphabet. From (9.62) and
(9.63), we observe that for uncompensated IQI, the SER depends on the levels of the IQI via IRR.

9.6.3.3 IQSC

By substituting (9.54) and (9.58) into (9.57) and carrying out the integration, we get after some basic
algebraic manipulations

Ps(e) = A
−3

√
B − 2γIQSC

√
B3 + 2(B + 1)

√
B + 1

γIQSC

2γIQSC

√(
B + 1

γIQSC

)3 . (9.64)

From (9.64), we observe that by employing IQSC, the error performance of a receiver with IQI becomes
independent of the IQI level.

9.6.3.4 A-IQSC

For practical values of IRR, based on (9.42), the SER can be straightforwardly approximated by (9.64).

9.6.4 Comparison with equal-rate repetition coding (RC)

In this section, we compare the performance of the proposed IQSC with RC across subcarriers, where the
same signal is sent from the TX to the RX twice using subcarriers k and −k. We make this comparison
in order to demonstrate the efficiency of IQSC compared to a scheme having the same rate. Besides,
since IQSC and RC assume the same form in the absence of IQI, we expect then to achieve similar
performance in this case.

Assuming a system with RX IQI, the received signals on subcarriers k and −k are

x(k) = K1h(k)s(k) +K2h
∗(−k)s∗(k) + w(k), (9.65)

and

x(−k) = K1h(−k)s(k) +K2h
∗(k)s∗(k) + w(−k), (9.66)

respectively, where we set s(k) = s(−k) due to the RC. In (9.65) and (9.66), w (k) and w (−k) are given
by (9.7).

After combining the received signal using MRC, the overall signal can be written as

yRC(k) = h∗(k)x(k) + h∗(−k)x(−k)
= K1

(
|h(k)|2 + |h(−k)|2

)
s(k) + iRC(k) + zRC(k), (9.67)

where iRC(k) and zRC(k) are the self-interference and noise terms, respectively, given by

iRC(k) = 2K2h
∗(k)h∗(−k)s∗(k), (9.68)

zRC(k) = K1h
∗(k)n(k) +K2h

∗(k)n∗(−k) +K1h
∗(−k)n(−k) +K2h

∗(k)n∗(k). (9.69)

Under perfect I/Q matching, i.e., K1 = 1 and K2 = 0, the model in (9.67) reduces to

yRC(k) =
(
|h1(k)|2 + |h2(k)|2

)
s(k) + w(k). (9.70)
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In this case, since (9.70) is similar to (9.21), the outage probability can be written as in (9.55), and the
SER is given by (9.64), i.e., in the absence of IQI, IQSC and RC achieve indeed the same performance.

Based on (9.67)-(9.69), the instantaneous SINR can be expressed as

γRC(k) =
SRC

IRC +NRC
, (9.71)

where SRC, IRC, and NRC are the signal, interference, and noise power components, respectively, and
are given by

SRC = |K1|2
(
|h(k)|2 + |h(−k)|2

)2
Es, (9.72)

IRC = 4|K2|2|h(k)|2|h(−k)|2Es, (9.73)

NRC =
(
|K1|2 + |K2|2

) (
|h(k)|2 + |h(−k)|2

)
N0. (9.74)

Note that, in the high SNR regime, i.e., N0 → 0, the instantaneous SINR can be obtained as

γRC(k) ⊜

(
|h(k)|2 + |h(−k)|2

)2

|h(k)|2|h(−k)|2
IRR

4

=

( |h(k)|2
|h(−k)|2 +

|h(−k)|2
|h(k)|2 + 2

)
IRR

4
. (9.75)

Considering (9.71) and (9.75), the effect of IQI on RC is fundamentally different from the effect of IQI
on ordinary single time-slot (i.e., full-rate) systems. The interference term is not only affected by h(−k)
but also by h(k). Unlike IQSC, although RC has the same rate, its SINR is upper bounded due to the
IQI even for N0 → 0, as described by (9.75). Hence, in the presence of IQI, IQSC achieves a better
performance than RC.

9.7 Numerical and simulation results

In this section, the performance of the schemes proposed in Section 9.5 is illustrated in terms of outage
and error probabilities for linearly modulated signals. In all cases, we validate the theoretical results
(indicated with lines in the plots) with Monte-Carlo simulations (indicated with markers in the plots)
so as to verify the accuracy of the closed form expressions derived in Section 9.6. Exceptions to the
rule are the A-IQSC, RC, and FTBC [527] schemes, where we (abusively) use lines with markers to plot
simulation results. We compare the performance of the two proposed IQI coordination schemes (i.e.,
IQSC and A-IQSC) to that of the IQI RF front-end and the ideal RF front-end systems. The following
assumptions are made for all schemes: a) equal total transmit power, b) uncorrelated channel gains for
a subcarrier and its image, c) equal average signal power on each subcarrier, and d) perfect CSI and IQI
parameter knowledge.

The outage probability versus the SNR for the IQSC, IQI RF front-end, and ideal RF front-end
systems is shown in Figs. 9.2 and 9.3 for transmission rates of 1 bit/sec/Hz and 2 bit/sec/Hz, respectively,
and IRR values of 20, 25, 30, and 35 dB. We observe that the simulation results confirm the analytical
expressions over the entire SNR range for all IQI levels. Interestingly, IQSC achieves a lower outage
probability than the ideal RF front-end for practical availability requirements, and the corresponding
gain increases for increasing SNR because of the achieved diversity. Indicatively, for transmission rates
equal to R = 1 bit/sec/Hz and R = 2 bit/sec/Hz, IQSC outperforms the ideal RF front-end for SNR
values greater than 4 dB and outage probabilities lower than 0.08, respectively.

In Fig. 9.4, the outage probability is plotted as a function of transmission rate, R, for the IQSC, IQI
RF front-end, and ideal RF front-end systems for an SNR of 35 dB and IRR values of 20, 25, 30, and
35 dB. It can be observed that, for practical values of R, IQSC significantly outperforms the ideal RF
front-end. For example, for R = 2 bit/s/Hz and IRR = 20 dB, the outage probability of IQSC is 99%
and 98.8% lower than those of the IQI RF front-end and the ideal RF front-end systems, respectively,
while for R = 4 bit/s/Hz the corresponding values are 97.7% and 34.9%.

To further illustrate the effect of IQI on the error performance, in Fig. 9.5, the average SER is plotted
for QPSK and different values of IRR. It can be observed that, without IQI compensation, the lower
the IRR, the larger the average SER becomes. Furthermore, as expected, the performance of IQSC is
not affected by the values of the IQI parameters. This finding indicates that, for low-cost devices, IQSC
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Figure 9.2 Outage probability versus SNR for transmission rate 1 bit/s/Hz and different IQI levels.
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Figure 9.3 Outage probability versus SNR for transmission rate 2 bit/s/Hz and different IQI levels.
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Figure 9.4 Outage probability versus transmission rate for SNR equal to 35 dB and different IQI levels.
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Figure 9.6 SER versus SNR per bit for IRR = 20 dB, φ = 5o, and BPSK (solid), QPSK (dashed), and
16-QAM (dash-dotted).

can achieve a significant diversity gain without the use of additional antennas by coordinating the IQI
effect through appropriate block coding and signal processing.

To demonstrate the efficiency of IQSC for different modulations schemes [125, 354, 533–535], the SER
versus the SNR per bit is plotted in Fig. 9.6 for BPSK, QPSK, and 16-QAM, and IRR = 20 dB assuming
the following five systems: i) ideal RF front-end, ii) IQI RF front-end, iii) compensated IQI with ZF
[346, 354, 536], iv) IQSC, and v) A-IQSC. As expected, the error performance of ZF is very close to the
case of the ideal RF front-end. This indicates that the latter scheme can be used as a benchmark for the
evaluation of the IQSC performance. Besides, as expected, IQSC and A-IQSC achieve almost the same
SER. Interestingly, at a SER of 10−3, which is a practical requirement in several wireless communication
standards [537–539], the gain achieved by the proposed schemes with QPSK is about 5 dB compared to
the ideal RF front-end with BPSK4. For the IQI RF front-end with BPSK, an error floor is observed at
an SER of 2.5× 10−3, and the degradation caused by IQI on the average SER increases as the average
SNR per bit gets larger. In the high SNR regime, a SER lower bound is observed. For example, for
16-QAM, the SER floor is 5 × 10−2, which may not be acceptable in practice. Similarly, at a SER of
10−4, the SNR gain of IQSC with 16-QAM is more than 15 dB compared to the ideal RF front-end with
QPSK. Clearly, due to the MFD gain in (9.46), IQSC achieves a better performance when compared to
the ideal RF front-end. For the same SNR and transmission rate, systems employing IQSC can be far
more reliable than single-input single-output (SISO) systems with ideal RF front-end, while they need
less transmission energy to meet the same (practical) SER target. In other words, IQSC systems can
overcome the rate reduction by utilizing higher order modulation schemes.

In Fig. 9.7, we illustrate the effect of IQI on the average SER of 16−QAM, when RC and FTBC [527]
are used. We compare IQSC and A-IQSC with RC and FTBC for the cases of an ideal RF front-end
and an IQI RF front-end. Both RC and FTBC have the same rate as IQSC and A-IQSC. The IQI RF
front-end with RC, as expected from (9.75), suffers from an error floor in the high-SNR regime. For the
considered case, the SER floor is 5× 10−3, which might not be acceptable in practice. Furthermore,the
IQI RF front-end with FTBC, also exhibits an error floor in the high-SNR regime. For example, for

4Notice that, for both schemes, the transmission rate is the same.
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Figure 9.7 Comparison of IQSC with RC and FTBC for IRR = 20 dB, φ = 5o, and 16-QAM.

16−QAM, the SER floor is 5.9× 10−2, which again might not be acceptable in practice. On the other
hand, due to the achieved MFD, IQSC and A-IQSC achieve a better performance than the IQI RF
front-end with RC and FTBC, while they have a similar performance as the ideal RF front-end with RC
and FTBC.

9.8 Discussion and conclusion

In this section, we summarize the advantages and disadvantages of the two proposed IQSC schemes and
discuss the new concept of MFD, highlighting the main findings.

9.8.1 Merits and drawbacks of IQSC

The proposed IQSC schemes are low-complexity countermeasures against any level of IQI, enabling their
use in practical low-cost communication devices with unavoidable RF imperfections. IQSC and A-IQSC
require neither extra transmit power nor any feedback from the RX, and their computational complexity
is similar to Alamouti’s STBC scheme [526]. Moreover, the proposed IQSC schemes (original and alter-
native) achieve second-order diversity without the use of extra antennas, which renders them far more
reliable and power efficient than conventional SISO systems (with or without IQI compensation). There-
fore, IQSC may find application in wireless systems, where low-cost, energy efficiency, low-complexity,
and compactness of the communication devices are key design requirements. Notable examples are re-
laying systems and wireless sensors networks, where single-antenna nodes are physically limited in size,
and have to operate without battery replacement for a long period of time [5, 286, 287, 540–542].

In summary, both IQSC schemes have the following merits:

• They coordinate IQI in order to achieve two-fold diversity with a single antenna at TX and RX;

• They are energy and/or bandwidth efficient compared to conventional SISO;

• They do not require any type of feedback from the RX;
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• They are low-complexity schemes (their complexity is similar to that of Alamouti’s STBC scheme);

• They provide interoperability and compatibility with existing wireless standards;

• They support high-order modulation schemes avoiding an error floor in the SER due to IQI;

• Their outage and SER performances are independent of the severity of the IQI.

The above reasons –and especially the last one–may allow the relaxation of hardware requirements and
design specifications for future low-cost DCA communication devices.

The main drawback of the IQSC schemes is that they reduce the transmission rate by 50%. However,
our results clearly demonstrate that uncompensated IQI severely degrades the error rate of conventional
wireless communication systems especially for high constellation orders. Therefore, for high-order modu-
lation schemes, performance may become unacceptable. On the other hand, when (A-)IQSC is employed,
there is no such constraint. Hence, systems using (A-)IQSC can overcome the half-rate limitation by
employing higher-order modulation schemes. As mentioned above, an obvious application of (A-) IQSC
is the provision of diversity for low-cost remote units, which unavoidably suffer from RF imperfections,
and have to operate without battery replacement for a long time.

9.8.2 Conclusions

Two novel low-complexity techniques, namely IQSC and A-IQSC, were presented for significantly in-
creasing the performance of single-antenna multi-carrier communication systems suffering from IQI. It
was shown that the proposed schemes cannot only compensate the effects of IQI but they can even be
beneficial for the system’s performance due to the achieved MFD. In particular, IQSC (both original and
alternative) outperforms the systems with uncompensated IQI at the RX, and the ideal RF front-end
without IQI, when the same modulation order is employed. Moreover, it shows better performance com-
pared to equal-rate repetition coding with uncompensated IQI, and the same performance as equal-rate
RC with ideal RF front-end. Our results indicate that IQSC can be a promising technique for use in a
variety of applications involving DCA low-cost devices.
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Chapter 10

Conclusions and future work

This chapter summons up the conclusions drawn from each part of this research, while it also presents
some possible extensions.

10.1 Conclusions

The first part of this thesis studied various types of interference and presented network- and device-side
interference management solutions, which are utilized in 5G wireless systems, as well as interference
suppression approaches for FD devices.

More specifically, Chapter 3 investigated the influence of CCI, caused by multiple PUs, and fading on
the spectrum sensing capability of a classical ED. By evaluating the false alarm and detection probabili-
ties, the impact of CCI and fading on spectrum sensing was quantified. Likewise, the offered expressions
can be used in order to select the optimum combination of the energy detection threshold and the sensing
duration in order to maximize the performance of the ED. The results revealed the detrimental effect
of CCI on spectrum sensing, as well as the importance of taking into consideration the fading statistics,
especially in the medium to high SNR regime. Furthermore, it is observed that the spectrum sensing
performance is constrained, as the probability of interference from neighbor PUs increases. Therefore,
when selecting the operational energy detection threshold, we should not only take into consideration the
PU that is located in the same cell with the SU, but also the wireless environment, i.e., the interference
from neighboring PUs, as well as the fading characteristics of the PUs-SU links.

In the second part of the dissertation, the impact of hardware imperfections on the wireless link quality
was examined. Moreover, two approaches were presented that aim at confronting and coordinating the
impact of IQI.

In particular, in Chapter 5, the effect of IQI on wireless communications, in the context of cascaded
fading channels, for both single- and multi-carrier systems, was quantified by evaluating the outage
probability. For multi-carrier systems, the cases that the mirror channel may or may not be occupied
by an information signal were considered. Moreover, three scenarios were investigated, namely ideal
TX with I/Q imbalanced RX, I/Q imbalanced TX with ideal RX, and joint I/Q imbalanced TX and
RX. The ideal case was also taken into consideration for comparison and the derived analytic results
were validated through extensive comparisons with respective results from computer simulations. The
results revealed that the IQI introduces detrimental effects that result to non-negligible degradation in
the quality of the wireless link, whereas a lower bound on the outage probability was observed in the
high SNR regime. Additionally, it was shown that the effect of cascaded fading conditions on the outage
probability performance are significant as the number of scatterers along with the involved severity of
fading can increase or decrease the corresponding performance by about an order of magnitude at both
low and high SNR regimes. Finally, the validity and practical usefulness of the offered results were
verified by applying them in realistic wireless applications in the context of V2V communications over
cascaded fading channels providing meaningful insights on the performance of such systems.

Chapter 6 investigated the spectrum sensing performance of OSA FD CR system in both single- and
multi- channel EDs, when the SUs’ devices employ imperfect SIS techniques and suffer from joint TX/RX
IQI. By deriving closed form expressions for the false alarm and detection probabilities under realistic
scenarios of non-perfect SIS and transceivers’ RF front-end impairments, the impact of imperfect SIS and
IQI was quantified. The results demonstrated the degrading joint effects of IQI and partial SIS on the ED
spectrum sensing performance, which results in significant losses in spectrum utilization. Specifically, in
the case of single-channel ED, we observed that the negligence of IQI and partial SIS can lead to a wrong
choice of the energy detection threshold, which may results in a dramatic increase of the false alarm
probability, while at the same time the detection probability might significantly decrease. Additionally,
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in the case of multi-channel EDs, partial SIS and IQI cause self-interference and mirror interference that
appreciably restrict the ED’s capabilities. Therefore, it is important to take into consideration the joint
impact of IQI and partial SIS in the design and deployment of FD CR devices.

In Chapter 7, the performance of multi-channel spectrum sensing, when the RF front-end is impaired
by hardware imperfections was examined. In particular, assuming Rayleigh fading, we provided the
analytical framework for evaluating the detection and false alarm probabilities of EDs, when LNA
nonlinearities, IQI and phase noise are taken into account. Next, we extended our study to the case of
a CRN, in which the SUs suffer from different levels of RF impairments, taking into consideration both
scenarios of error free and imperfect reporting channels. The results illustrated the degrading effects
of RF imperfections on the ED spectrum sensing performance, which bring significant losses in the
utilization of the spectrum. Among others, LNA non-linearities were shown to have the most detrimental
effect on the spectrum sensing performance. Furthermore, we observed that in cooperative spectrum
sensing, the sensing capabilities of the CR system are significantly influenced by the different levels of
RF imperfections of the SUs. Therefore, RF impairments should be seriously taken into consideration
when designing direct conversion CR RXs.

In Chapter 8, the PA problem for OFDMA wireless systems, when the served UEs suffer from
different levels of IQI, was investigated. By taking into consideration the levels of IQI of the served UEs,
a novel low-complexity solution with directly calculated PA policies, given the LMs, that maximizes the
minimum UEs’ achievable capacity, with respect to the BS transmitted power, was proposed. To evaluate
the performance of the proposed PA scheme, the conventional PA scheme was used as a benchmark. The
results illustrated that the proposed PA scheme leads to a notable increase of the UEs achievable rate,
compared to the conventional PA scheme, especially, when the UEs have different channel qualities.

Finally, in Chapter 9, two novel low-complexity techniques, namely IQSC and A-IQSC, were pre-
sented, which achieve significantly performance enhance of the quality of the wireless link in single-
antenna multi-carrier communication systems suffering from IQI. It was shown that the proposed schemes
cannot only compensate the effects of IQI, but they can even be beneficial for the system’s performance
due to the achieved MFD. In particular, IQSC (both original and alternative) outperforms the systems
with uncompensated IQI at the RX, and the ideal RF front-end without IQI, when the same modulation
order is employed. Moreover, it shows better performance compared to equal-rate repetition coding with
uncompensated IQI, and the same performance as equal-rate RC with ideal RF front-end. Our results
indicate that IQSC can be a promising technique for use in a variety of applications involving DCA
low-cost devices.

10.2 Future extensions

The research topics that this thesis covers have multiple possible extensions, some of which are summa-
rized here.

Regarding interference management solutions, the research included in this dissertation has focused
on the evaluation of the impact of Nakagami-m fading and CCI, which is caused by multiple PUs, on the
performance of classical EDs, as well as the presentation of the analytical framework for the appropriate
assignment of the energy detection threshold and the spectrum sensing duration. The selection of classical
EDs was motivated by their low-complexity, which classifies them as attractive candidates for modern
wireless systems. A possible extension of this analysis would be to investigate the impact of multiple
PUs and/or fading in other types of spectrum sensing mechanisms, such as matched filter detection and
feature detection [505], as well as to propose interference aware spectrum sensing solutions, which by
taking into consideration the wireless environment, can maximize their capabilities [543]. Additionally,
the presented analysis can straightforwardly be applied in the case of cooperative sensing with FC, which
uses the M -out-of-N rule, is employed.

Another possible extension of this work could be the optimization of the spectrum sensing and
the transmission duration of the SUs. In particular, by increasing the spectrum sensing duration, the
spectrum capability of a SU increases, i.e., the false alarm probability decreases, while the detection
probability increases; however, at the same time, since the total duration of spectrum sensing and
transmission is constant, the transmission duration decreases. Therefore, it is important to study the
problem of minimizing the spectrum sensing duration, while maintaining the false alarm and detection
probabilities within tolerable limits. Finally, in this work, it was assumed that the noise variance was
known. However, in practice, only an estimation of the noise variance is known. Consequently, this
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work can be extended in the case in which a noise estimation is used, and the problem of the (so-called)
SNR-wall [268, 544–546] can be investigated in the presence of CCI and fading.

Regarding the quantification of the influence of hardware imperfections on the performance of wire-
less systems, the analytical approach presented in Chapter 5 provides closed form expressions for the
evaluation of the impact of IQI on the outage probability of SISO wireless systems. An extension of this
work is the analytical extraction of the outage probability of MIMO and relaying wireless systems, in the
presence of N∗Nakagami-m fading channels and IQI. This extension is straightforward for single-input
multiple-output (SIMO) or multiple-input single-output (MISO) systems that use the selection combine
(SC) protocol, as well as for opportunistic DF relaying systems, since their outage probabilities are ex-
clusively connected with the outage probability of each individual channel. However, in the cases of more
sophisticated MIMO and/or relaying systems, the nature of IQI may render impossible the derivation of
exact closed form expressions for the outage probabilities. In these cases, approximations and/or upper
and lower bounds need to be derived.

Another possible extension of this work could be the investigation of the impact of other hardware
imperfections, such as phase noise and amplifiers nonlinearities, on the outage probability of the wireless
systems, in the presence of N∗Nakagami-m fading. Excluding the case of multi-carrier communications,
when the TX and/or RX suffer from phase noise, the methodology presented in Chapter 5 can be used in
order to derive closed form expressions for the outage probabilities. In the case of multi-carrier commu-
nications, in which the transceivers suffer from IQI, the distribution of the sum of N∗Nakagami-m need
to be derived. Note that this is a difficult problem that has not yet been addressed. Moreover, an intere-
sting problem would be the quantification of the influence of residual RF impairments in the presence of
N∗Nakagami-m channels. Finally, the impact of hardware imperfections on the performance of wireless
optical communications that employ multi-carrier transmission schemes, needs to be evaluated [547–549].

Regarding the influence of hardware imperfections on the spectrum sensing capability of the classical
ED, the research included in this dissertation has focused on the evaluation of the joint effect of IQI, phase
noise and LNA nonlinearities, as well as Rayleigh fading, on the false alarm and detection probability. A
possible extension of this analysis would be to design hardware aware spectrum sensing approaches that
aim to improve the capability of the spectrum sensing device, by taking into consideration the possible
interference from neighboring and mirror channels, as well as the LNA nonlinearities level of distortion.
For example, a possible approach might be to order the sensing channels based on their received powers
(or their occupancy probabilities) in decreasing order, and first to sense the channel with the highest
power (or occupancy probability). If the ED decides that this channel is busy, then it can subtract
its impact from the channels that it affects. The same procedure will be applied in the next channel
with the highest power (occupancy probability), and will continued to be applied, until the last ordered
channel will be sensed.

Regarding the PA problem for OFDMA systems, in which the UEs suffer from different levels of
IQI, a PA strategy, which, by taking into consideration the level of IQI of each UE, as well as the
instantaneous channel gains, can achieve significantly improvements in each UE’s capacity, and fairness
between the served UEs, was illustrated in Chapter 8. In this work, it was assumed that the BS has full
CSI knowledge, as well as it is aware of the level of IQI, i.e., the IRR, of each served UE. In practice, the
BS can achieve instantaneous full CSI, if the reciprocity property is valid (see [511–513] and references
therein), or delayed CSI through a feedback channel. Moreover, each UE would feed back to the BS
a quantified version of its IRR. As a result, the investigation of the impact of delay CSI and partial
knowledge of the UEs’ IRR parameters by the BS on the UE’s capacity, would be a zestful extension
of the PA problem. Furthermore, in this work, it was assumed that the channel allocation is fixed. By
relaxing this assumption, a strategy that takes into account the instantaneous channel gains, as well as
the level of IQI of each UE, and allocates both power and channels, is expected to further improve the
performance of the wireless system.

Another possible extension is the study of PA schemes in OFDMA systems, which aim at maximizing
the overall system performance, considering that the served UEs suffer from different levels of IQI. Such
a PA policy would result in maximizing the capacity of an arbitrary UE k at a certain time-slot i, by
minimizing, or even eliminating, the received power at the UE that uses the mirror subcarrier, −k.
Consequently, this PA strategy cannot guarantee fairness between different UEs. Finally, a PA scheme
that, instead of using instantaneous CSI knowledge, it employs the statistical channel characteristics,
can significantly reduce the feedback overhead, or the complexity of the BS, since the latter does not
need to perform channel estimation. However, dynamic PA schemes, like the one presented in Chapter 8,
generally outperform the corresponding fixed PA schemes.
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Regarding the IQSC, the proposed schemes, presented in Chapter 9, even though they outperform
both the systems with uncompensated IQI at the RX, and the ideal RF front-end without IQI, they
sacrifice data rate for MFD. Hence, a possible extension of this work is to propose more sophisticated
schemes, which can achieve MFD without the rate losses, or with lower rate losses, even if the diversity
order is constrained. Finally, the basic ideal of IQSC can be extended in the case of MIMO systems. In
these cases, a careful design of both the precoder and combiner is required, in order to take into account
the impact of IQI in systems with multiple antennas.
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Appendix A

Proof of Theorem 3.1

Since |hi| is a Nakagami-m distributed random variable (RV), the variance of the received signal, given
by (3.13), is a sum of squared Nakagami-m RV with PDF given by [276]
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with y ∈ [c,∞). Hence, the unconditional CDF of the energy test statistic, T , can be expressed as
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Since y ∈ [c,∞),
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Additionally, by substituting (A.1) into (A.2) and after some mathematical manipulations, (A.2) yields
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Since k is an integer and k ≥ 1, by using the binomial expansion in (y − c)
k−1

, (A.4) can equivalently
be written as
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Finally, by setting

z =
y

bi
(A.6)

into (A.5) and using [275, Eq. (6.2)], (A.5) yields (3.16). This concludes the proof.
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Appendix B

Approximation for extended incomplete gamma

function calculation

Theorem B.1. The extended incomplete Gamma function can be approximated as

Γ (a, x, b, 1) ≈
N∑

n=0

(−b)n
n!

Γ (a− n, x) , (B.1)

with an approximation error upper-bounded by

ǫ (a, x, b,N) = exp (b) Γ (a−N − 1, x)
γ (N + 1, b)

Γ (N + 1)
. (B.2)

Proof. The series expansion of the extended incomplete Gamma function can be expanded in terms of
the incomplete Gamma function as [275, Eq. (6.54)]

Γ (a, x, b, 1) =

∞∑

n=0

(−b)n
n!

Γ (a− n, x) . (B.3)

By denoting

f (a, x, b, n) =
bn

n!
Γ (a− n, x) , (B.4)

the extended incomplete gamma function can be rewritten as

Γ (a, x, b, 1) =

∞∑

n=0

(−1)
n
f (a, x, b, n) . (B.5)

Moreover, according to [275, Eq. (3.84)], the auxiliary function f (a, x, b, n) is equivalent to

f (a, x, b, n) =
bn

n!

En−a+1 (x)

xn−a
, (B.6)

where En (x) is the exponential integral function, which is defined in [550, Eq. (5.1.4)]. By taking into
consideration the property [550, Eq. (5.1.17)], it follows that for given parameters a, x > 0 and n,

Γ (a− n, x) ≥ Γ (a− n− 1, x) , (B.7)

and, hence, for a given b > 0,

lim
n→∞

f (a, x, b, n) = 0. (B.8)

Thus, the extended incomplete gamma function can be approximated by (B.1).
The approximation error is given by

e(a, x, b,N) =

∞∑

n=N+1

(−1)
n
f (a, x, b, n) , (B.9)

which can be upper-bounded, according to (B.7) and (B.8), as

e(a, x, b,N) ≤
∞∑

n=N+1

f (a, x, b, n) ≤ Γ (a−N − 1, x)

∞∑

n=N+1

bn

n!
. (B.10)

Hence, using [274, Eq. (1.211/1)] and [274, Eq. (8.352/2)], the upper bound on the approximation error
given by (B.2) is derived. �
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Appendix C

Proof of Proposition 6.1

Since Ns is sufficiently large, the central limit theorem [436] can be applied. In this case, the test
statistics follows a Gaussian distribution with mean and variance that can respectively be obtained as

µθ=E [Ti |θ ]=
1

Ns
E

[
Ns−1∑

n=0

|yi(n)|2
]
=E

[
|yi(n)|2

]
, (C.1)

and

σ2
θ = Var [Ti |θ ] =

1

Ns

(
E
[
|yi|4

]
− µ2

θ

)
, (C.2)

Taking into consideration that xi, si and wi are uncorrelated random variables, (C.1) can be rewritten
as

µθ = θE
[
|xi|2

]
+ a2iE

[
|si|2

]
+ E

[
|wi|2

]
. (C.3)

Moreover, since xid,i, sid,i and wid,i are zero-mean CSCWG processes with uncorrelated real and imag-
inary parts with variances

σ2
xid,i

=
[
|xid,i|2

]
, (C.4)

σ2
sid,i

= E
[
|sid,i|2

]
(C.5)

and

σ2
wid,i

=
[
|wid,i|2

]
, (C.6)

respectively, the terms xi, si and wi in (6.3)–(6.5), are random uncorellated processes with variances
that are given by

E
[
|xi|2

]
=
(∣∣Kr

1,i

∣∣2 +
∣∣Kr

2,i

∣∣2
)
σ2
xid,i

, (C.7)

E
[
|si|2

]
=
(
|ξ1,i|2 + |ξ2,i|2

)
σ2
sid,i

, (C.8)

and

E
[
|wi|2

]
=
(∣∣Kr

1,i

∣∣2 +
∣∣Kr

2,i

∣∣2
)
σ2
wid,i

, (C.9)

respectively. Substituting (C.7)–(C.9) into (C.3) and after some algebraic manipulations, we get (6.17).

Nevertheless, to derive the variance of the test statistics, we need to evaluate E
[
|yi|4

]
, which can be

obtained using (6.2) as follows

E
[
|yi|4

]
= θE

[
|xi|4

]
+ a4iE

[
|si|4

]
+ E

[
|wi|4

]
+ 2a2i θE

[
|xi|2

]
E
[
|si|2

]
+ 2θE

[
|xi|2

]
E
[
|wi|2

]

+ 2a2iE
[
|si|2

]
E
[
|wi|2

]
+ 4E

[
(ℜ{θaixis∗i + θxiw

∗
i + aisiw

∗
i })2

]
, (C.10)
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where, according to (6.3)–(6.5), E
[
|xi|4

]
, E
[
|si|4

]
, E
[
|wi|4

]
and E

[
(ℜ{θaixis∗i + θxiw

∗
i + aisiw

∗
i })2

]

can be expressed as

E
[
|xi|4

]
= 2krσ

4
xid,i

, (C.11)

E
[
|si|4

]
= 2kt,rσ

4
sid,i

, (C.12)

E
[
|wi|4

]
= 2krσ

4
wid,i

, (C.13)

and

E
[
(ℜ{θaixis∗i + θxiw

∗
i + aisiw

∗
i })2

]
= θa2iE

[
ℜ{xi}2

]
E
[
ℜ{si}2

]
+ a2i θE

[
ℑ{xi}2

]
E
[
ℑ{si}2

]

+θE
[
ℜ{xi}2

]
E
[
ℜ{wi}2

]
+θE

[
ℑ{xi}2

]
E
[
ℑ{wi}2

]

+a2iE
[
ℜ{si}2

]
E
[
ℜ{wi}2

]
+a2iE

[
ℑ{si}2

]
E
[
ℑ{wi}2

]
. (C.14)

Next, we derive E
[
ℜ{xi}2

]
, E
[
ℜ{si}2

]
, E
[
ℜ{wi}2

]
, E
[
ℑ{xi}2

]
, E
[
ℑ{si}2

]
and E

[
ℑ{wi}2

]
. By using

(6.10), (6.12) and the fact that

E
[
ℜ{xid,i}2

]
= E

[
ℑ{xid,i}2

]
=
σ2
xid

2
, (C.15)

E
[
ℜ{sid,i}2

]
= E

[
ℑ{sid,i}2

]
=
σ2
sid

2
(C.16)

and

E
[
ℜ{wid,i}2

]
= E

[
ℑ{wid,i}2

]
=
σ2
wid

2
, (C.17)

we get

E
[
ℜ{xi}2

]
=
σ2
xid

2
, (C.18)

E
[
ℜ{si}2

]
=
σ2
sid

2
, (C.19)

E
[
ℜ{wi}2

]
=
σ2
wid

2
, (C.20)

E
[
ℑ{xi}2

]
=
((

2ℜ
{
Kr

1,i

}
− 1
)2
+4ℑ

{
Kr

1,i

}2) σ2
xid

2
, (C.21)

E
[
ℑ{si}2

]
=
(
(2ℜ{ξ1,i} − 1)2 + 4ℑ{ξ1,i}2

) σ2
sid

2
, (C.22)

and

E
[
ℑ{wi}2

]
=
((

2ℜ
{
Kr

1,i

}
− 1
)2
+4ℑ

{
Kr

1,i

}2)σ2
wid

2
. (C.23)

Substituting (C.18)–(C.23) into (C.14) and then into (C.10) and (C.2), we get (6.18). This concludes
the proof.



Appendix D

Proof of Proposition 6.2

In case of ideal RF front-end, since Kt
1,i = Kr

1,i = 1 and Kt
2,i = Kr

2,i = 0, the base band received signal
at the i−th SU can be expressed as

yi|θ = θxid,i + asid,i + wid,i. (D.1)

Furthermore, since

xid,i ∼ CN
(
0, σ2

xid,i

)
, (D.2)

sid,i ∼ CN
(
0, σ2

sid,i

)
(D.3)

and

wid,i ∼ CN
(
0, σ2

wid,i

)
, (D.4)

yi(n) follows zero-mean complex Gaussian random distributed with variance given by (6.30). Addition-
ally, since Ti is the sum of zero-mean Gaussian processes, it follows chi-square distribution with 2Ns
DoF and a CDF shown in (6.29). This concludes the proof.

159





Appendix E

Proof of Proposition 6.3

Since Ns is sufficiently large, using the central limit theorem [436], the test statistics follow Gaussian
distribution with the following mean and variance

µΘ=E [Ti |Θ]=
1

Ns
E

[
Ns−1∑

n=0

|yi,k(n)|2
]
=E

[
|yi,k(n)|2

]
, (E.1)

and

σ2
θ = Var [Ti |Θ] =

1

Ns

(
E
[
|yi,k|4

]
− µ2

Θ

)
. (E.2)

Taking into consideration that xi,k, xi,−k, si,k, si,−k and wi,k, wi,−k are uncorrelated RVs, (E.1) yields
to (6.37).

Moreover, based on (E.2), to evaluate the variance of the test statistics, we need to derive E
[
|yi,k|4

]
,

which can be expressed as

E
[
|yi,k|4

]
= E

[
(xIQI + aisIQI + wIQI)

4
]

= E
[
|xIQI |4

]
+ a4iE

[
|sIQI |4

]
+ E

[
|wIQI |4

]
+ 4E

[(
ℜ
{
aixIQIs

∗
IQI + xIQIw

∗
IQI + aisIQIw

∗
IQI

})2]

(E.3)

where

xIQI = θkK
r
1,ixi,k(n) + θ−kK

r
2,ix

∗
i,−k(n), (E.4)

sIQI = θ̃kaiξ1,isi,k(n) + θ̃−kaiξ2,is
∗
i,−k(n), (E.5)

and

wIQI = Kr
1,iwi,k(n) +Kr

2,iw
∗
i,−k(n). (E.6)

Therefore,

E
[
|xIQI |4

]
= 2θk

∣∣Kr
1,i

∣∣4 σ4
xi,k

+ 2θ−k
∣∣Kr

2,i

∣∣4 σ4
xi,−k

+ 2θkθ−k

(∣∣Kr
1,i

∣∣2 ∣∣Kr
2,i

∣∣2 + α2 + β2
)
σ2
xi,k

σ2
xi,−k

,

(E.7)

E
[
|sIQI |4

]
= 2θ̃k |xi1,i|4 σ4

si,k
+ 2θ̃−k |ξ2,i|4 σ4

si,−k
+ 2θ̃kθ̃−k

(
|ξ1,i|2 |ξ2,i|2 + δ2 + ζ2

)
σ2
si,k

σ2
si,−k

, (E.8)

and

E
[
|wIQI |4

]
= 2

∣∣Kr
1,i

∣∣4 σ4
wi,k

+2
∣∣Kr

2,i

∣∣4 σ4
wi,−k

+ 2
(∣∣Kr

1,i

∣∣2 ∣∣Kr
2,i

∣∣2 + α2 + β2
)
σ2
wi,k

σ2
wi,−k

. (E.9)

Furthermore, we can easily prove that xIQI , sIQI and wIQI are zero-mean uncorrelated RVs. Conse-

quently, E
[(
ℜ
{
aixIQIs

∗
IQI + xIQIw

∗
IQI + aisIQIw

∗
IQI

})2]
can be expressed as

E
[(
ℜ
{
aixIQIs

∗
IQI + xIQIw

∗
IQI + aisIQIw

∗
IQI

})2]

= a2iE
[
(ℜ{xIQI})2

]
E
[
(ℜ{sIQI})2

]
+ a2iE

[
(ℑ{xIQI})2

]
E
[
(ℑ{sIQI})2

]

+ E
[
(ℜ{xIQI})2

]
E
[
(ℜ{wIQI})2

]
+ E

[
(ℑ{xIQI})2

]
E
[
(ℑ{wIQI})2

]

+ a2iE
[
(ℜ{sIQI})2

]
E
[
(ℜ{wIQI})2

]
+ a2iE

[
(ℑ{sIQI})2

]
E
[
(ℑ{wIQI})2

]
. (E.10)
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Additionally, since ℜ{xi,k}, ℑ{xi,k}, ℜ{xi,−k}, ℑ{xi,−k}, ℜ{si,k}, ℑ{si,k}, ℜ{si,−k}, ℑ{si,−k}, ℜ{wi,k},
ℑ{wi,k}, ℜ{wi,−k} and ℑ{wi,−k} are uncorrelated RVs, we show that

E
[
(ℜ{xIQI})2

]
= E

[
(ℑ{xIQI})2

]
= θk

∣∣Kr
1,i

∣∣2 σxk,i

2
+ θ−k

∣∣Kr
2,i

∣∣2 σx−k,i

2
, (E.11)

E
[
(ℜ{sIQI})2

]
= E

[
(ℑ{sIQI})2

]
= θ̃k |ξ1,i|2

σsk,i

2
+ θ̃−k |ξ2,i|2

σs−k,i

2
, (E.12)

and

E
[
(ℜ{wIQI})2

]
= E

[
(ℑ{wIQI})2

] ∣∣Kr
1,i

∣∣2 σwk,i

2
+
∣∣Kr

2,i

∣∣2 σw−k,i

2
. (E.13)

By substituting (E.11)–(E.13) into (E.10), and then by substituting this result and (E.7)–(E.9) into
(E.2), we get (6.38). This concludes the proof.



Appendix F

Proof of Proposition 6.4

When the OR rule is employed, the false alarm probability can be expressed as

PC,fa = Pr ({T1 > γ1} ∪ {T2 > γ2} ∪ · · · ∪ {TNsu
> γNsu

} |θ = 0) (F.1)

or equivalently as

PC,fa = 1− Pr ({T1 < γ1} ∪ {T2 < γ2} ∪ · · · ∪ {TNsu
< γNsu

} |θ = 0) . (F.2)

In (F.2), Ti and γi (i ∈ {1, 2, · · · , Nsu}) stand for the energy statistics and energy threshold of the i−th
SU. Since the Nsu SUs decides independently whether the sensing channel is occupied, (F.2) yields (6.47).
Similarly, we can prove (6.48). This concludes the proof.
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Appendix G

Proof of Proposition 6.5

When the AND rule is employed, the false alarm probability can be obtained as

PC,fa = Pr ({T1 > γ1} ∩ {T2 > γ2 ∩ · · · ∩ {TNsu
> γNsu

} |θ = 0) . (G.1)

In (G.1), Ti and γi (i ∈ {1, · · · , Nsu}) stand for the energy statistics and energy threshold of the i−th
SU. Since the SUs independently decide whether the sensing channel is occupied, Eq. (G.1) can be
re-written as (6.49). Similarly, we can prove that the detection probability is given by (6.50). This
concludes the proof.
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Appendix H

Proof of Proposition 6.6

If the sensing channel is idle (θ = 0), then the probability that the SU j reports that the channel is
busy (dj = 1), can be expressed as Pfa,j , while the probability that the SU j reports that the channel is
idle (dj = 0), is given by (1− Pfa,j). Therefore, since each SU decides individually whether there is PU
activity in the sensing channel, the probability that

⌈
Nsu

2

⌉
SUs report a fixed decision set

D = [d1, d2, · · · , dNsu
] , (H.1)

if θk = 0, can be obtained as

Pfa(D) =

Nsu∏

j=1

(U (−dj) (1− Pfa,j) + U (dj − 1)Pfa,j) . (H.2)

Furthermore, based on the MAJORITY rule, the sensing channel is considered busy, if at least
⌈
Nsu

2

⌉

SUs reports “1”. Consequently, for a given decision set D, the false alarm probability can be evaluated as

PC,FA|D = U

(
Nsu∑

l=1

dl − ksu

)
nsu∏

j=1

(U (−dj) (1− Pfa,j) + U (dj − 1)Pfa,j) . (H.3)

Hence, for any possibleD, the false alarm probability, using the MAJORITY rule, can be obtained by (6.51).
Similarly, we can prove that the detection probability is given by (6.52). This concludes the proof.
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Appendix I

Proof of Theorem 7.1

Since hk ∼ CN
(
0, σ2

h

)
, it follows that the parameter σ2 follows exponential distribution with PDF

given by

fσ2 (x |θk = 1) =
2 exp

(
σ2
w

σ2
sσ

2
h

)

σ2
sσ

2
h

exp

(
− 2x

σ2
sσ

2
h

)
, (I.1)

with x ∈
[
σ2
w

2 ,∞
)
. Hence, the unconditional CDF can be expressed as

FTk
(x |θk = 1) =

1

Γ (Ns)

2 exp
(

σ2
w

σ2
sσ

2
h

)

σ2
sσ

2
h

∫ ∞

σ2
w
2

γ

(
Ns,

Nsx

2y

)
exp

(
− 2y

σ2
hσ

2
s

)
dy, (I.2)

which is equivalent to

FTk
(x |θk = 1) =

1

Γ (Ns)

2 exp
(

σ2
w

σ2
sσ

2
h

)

σ2
sσ

2
h

∫ ∞

σ2
w
2

Γ (Ns) exp

(
− 2y

σ2
hσ

2
s

)
dy

− 1

Γ (Ns)

2 exp
(

σ2
w

σ2
sσ

2
h

)

σ2
sσ

2
h

∫ ∞

σ2
w
2

Γ

(
Ns,

Nsx

2y

)
exp

(
− 2y

σ2
hσ

2
s

)
dy, (I.3)

or

FTk
(x |θk = 1) = 1− 1

Γ (Ns)

2 exp
(

σ2
w

σ2
sσ

2
h

)

σ2
sσ

2
h

∫ ∞

σ2
w
2

Γ

(
Ns,

Nsx

2y

)
exp

(
− 2y

σ2
hσ

2
s

)
dy. (I.4)

Since Ns is a positive integer, the upper incomplete Gamma function can be written as a finite sum [274,
Eq. (8.352/2)],

Γ

(
Ns,

Nsx

2y

)
=

Ns−1∑

k=0

(Ns − 1)!

k!

(
Nsx

2y

)k
exp

(
−Nsx

2y

)
. (I.5)

Substituting (I.5) into (I.4), yields

FTk
(x |θk = 1) = 1−

2 exp
(

σ2
w

σ2
sσ

2
h

)

σ2
sσ

2
h

Ns−1∑

k=0

∫ ∞

σ2
w
2

1

k!

(
Nsx

2y

)k
exp

(
−Nsx

2y
− 2y

σ2
hσ

2
s

)
dy. (I.6)

After some algebraic manipulations and using [275, Eq. (6.2)], (I.6) can be written as in (7.29). This
concludes the proof.
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Appendix J

Proof of Theorem 7.2

According to [276] and after some basic algebraic manipulations, its PDF can be expressed as

fσ2 (x |Θ) =

3∑

i=2

U (mi − 2)w1,iw2,i exp

(
− x

Ai

)
+

4∑

i=1

U (mi − 1)U (mi − 2)w1,ix exp

(
− x

Ai

)

+

4∑

i=1

U (mi − 1) (U (1−mi)−A5U (mi − 2))w1,i exp

(
− x

Ai

)
, (J.1)

where x ∈ [A5,∞), w1,i and w2,i are respectively defined by (7.44) and (7.45), whereas

m = [θk, θk−1 + θk+1, θ−k+1 + θ−k−1, θ−k] . (J.2)

Based on the above, the CDF of the received energy, in case of non-ideal RF front-end, unconditioned
with respect to Θ, can be expressed as

FTk
(x |Θ) =

3∑

i=2

U (mi − 2)w1,iw2,iI1,i +
4∑

i=1

U (mi − 1) (U (1−mi)−A5U (mi − 2))w1,iI1,i

+

4∑

i=1

U (mi − 1)U (mi − 2)w1,iI2,i, (J.3)

with

I1,i =
1

Γ (Ns)

∫ ∞

A5

exp

(
− y

Ai

)
γ

(
Ns,

Nsx

2y

)
dy, (J.4)

and

I2,i =
1

Γ (Ns)

∫ ∞

A5

y exp

(
− y

Ai

)
γ

(
Ns,

Nsx

2y

)
dy. (J.5)

Eqs. (J.4) and (J.5), after some basic algebraic manipulations, can be respectively written as

I1,i =
1

Γ (Ns)

∫ ∞

A5

exp

(
− y

Ai

)(
Γ (Ns)− Γ

(
Ns,

Nsx

2y

))
dy

=

∫ ∞

A5

exp

(
− y

Ai

)
dy − 1

Γ (Ns)

∫ ∞

A5

exp

(
− y

Ai

)
Γ

(
Ns,

Nsx

2y

)
dy (J.6)

and

I2,i =
1

Γ (Ns)

∫ ∞

A5

y exp

(
− y

Ai

)(
Γ(Ns)− Γ

(
Ns,

Nsx

2y

))
dy

=

∫ ∞

A5

y exp

(
− y

Ai

)
dy − 1

Γ (Ns)

∫ ∞

A5

y exp

(
− y

Ai

)
Γ

(
Ns,

Nsx

2y

)
dy. (J.7)

Moreover, by using [274, Eq. (8.352/2)] and [275, Eq. (6.2)], (J.6) and (J.7) can be rewritten as

I1,i = Ai exp

(
−A5

Ai

)
−
Ns−1∑

k=0

(Ns − 1)!

k!

(
Nsx

2

)k
1

Ak+1
i

Γ
(
−k + 1, A5

Ai
, Nsx
2Ai

, 1
)

Γ (Ns)
, (J.8)
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and

I2,i=Ai (A5 +Ai) exp

(
−A5

Ai

)
−
Ns−1∑

k=0

(Ns − 1)!

k!

(
Nsx

2

)k
1

Ak+1
i

Γ
(
−k + 2, A5

Ai
, Nsx
2Ai

, 1
)

Γ (Ns)
. (J.9)

Hence, taking into consideration (J.8), (J.9) and since

U (mi − 1)U (mi − 2) = U (mi − 2) , (J.10)

Eq. (J.3) results in (7.43). This concludes the proof.



Appendix K

Proof of Theorem 7.3

If the channel occupancy vector Θ is the all idle vector, i.e.,

Θ = Θ̃2,0 = [0, 0, 0, 0, 0, 0] , (K.1)

then, in accordance to (7.37), the signal variance can be expressed as

σ2
Θ̃2,0

= A5. (K.2)

According to (7.36), since σ2
Θ̃2,0

is independent of H , the CDF of the energy statistics, assuming an

non-ideal RF front-end, when all the channels of {−k − 1,−k,−k + 1, k − 1, k, k + 1} are idle, can be
obtained by (7.47). This concludes the proof.
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Appendix L

Proof of Proposition 8.1

Proposition 8.1 can be proven by following the same steps as Corollary 1 in [466]. Specifically, let

P
′

=
{
P

′

s(−K), · · · , P ′

s(−1), P
′

s(1), · · · , P
′

s(K)
}

(L.1)

be an optimal solution for the optimization problem presented in (8.17). Then, it is possible to find a
feasible solution

Popt =
{
P opt
s (−K), · · · , P opt

s (−1), P opt
s (1), · · · , P opt

s (K)
}

= ηP
′

=
{
ηP

′

s(−K), · · · , ηP ′

s(−1), ηP
′

s(1), · · · , ηP
′

s(K)
}

(L.2)

with

η =
Pmax∑
k∈K P

′

s(k)
> 1, (L.3)

such that the power constraint is satisfied with equality. Consequently, the corresponding signal to
interference plus noise ratio (SINR) at the k−th US can be obtained as

γk

(
ηP

′

s(k), ηP
′

s(−k)
)
=

|K1,k|2|hk(k)|2P opt
s (k)

|K2,k|2|hk(−k)|2P opt
s (−k) + (|K1,k|2 + |K2,k|2)N0

=
|K1,k|2|hk(k)|2P

′

s(k)

|K2,k|2|hk(−k)|2P ′

s(−k) + (|K1,k|2 + |K2,k|2) N0

η

> γk

(
P

′

s(k), P
′

s(−k)
)
. (L.4)

From (L.4), it is evident that the SINR of UE k is improved. Consequently, the achievable capacity of
the k-th UE is increased, which contradicts the assumption that P′ is an optimal solution. Hence, the
achievable capacity of the k−th UE is maximized, when the inequality constraint in (8.17) is satisfied
with equality.
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Appendix M

Proof of Proposition 8.2

Proposition 8.2 can be proven by following the same steps as Corollary 2 in [466]. In particular, we
assume that there exists an optimal solution

P = {Ps(−K), · · · , Ps(−k), · · · , Ps(−1), Ps(1), · · · , Ps(k), · · · , Ps(K)} (M.1)

such that

Rk (Ps(k), Ps(−k)) > R−k (Ps(k), Ps(−k)) . (M.2)

Based on Proposition 8.1, we have that

∑

k∈K

Ps(k) = Pmax. (M.3)

Moreover, we observe that as Ps(k) decreases, Rk decreases, while R−k increases. Thus, it is possible to
find a feasible solution

P
′

opt = {Ps(−K), · · · , Ps(−k), · · · , Ps(−1), Ps(1), · · · , τPs(k), · · · , Ps(K)} , (M.4)

with τ < 1, which satisfies that

Rk (τPs(k), Ps(−k)) = R−k (Ps(k), Ps(−k)) . (M.5)

and

Rk (τPs(k), Ps(−k)) < Rk (Ps(k), Ps(−k)) . (M.6)

Consequently, replacing Ps(k) with τPs(k) will result in the same value of the worst achievable capacity.
Therefore, P

′

opt is an optimal solution. However, since τ < 1,

Ps(−K) + · · ·+ Ps(−k) + · · ·+ Ps(−1) + Ps(1) + · · ·+ τPs(k) + · · ·+ Ps(K) < Pmax. (M.7)

This contradicts the conclusion made in the Proposition 8.1 that the worst achievable capacity is mini-
mized when the inequality constraint in (8.17) is satisfied with equality.
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