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Abstract 

In this research investigation, the author has presented a Recursive Past Equation 

and a Recursive Future Equation based on the Ananda-Damayanthi Normalized 

Similarity Measure considered to Exhaustion [1]. 

The Recursive Future Equation 

Given a Time Series  nn yyyyyY ,,.......,,, 1321   

we can find 1ny  using the following Recursive Future Equation 
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where 

 knk yyofSmallerS ,1  and  knk yyoferLL ,arg 1  

  kkkk ySLofSmallerS ,1   and   kkkk ySLoferLL ,arg1   

  kkkk ySLofSmallerS ,112    and   kkkk ySLoferLL ,arg 112    

  
kpkpkpk ySLofSmallerS ,221    and   

kpkpkpk ySLoferLL ,arg 221    

  
kpkpkpk ySLofSmallerS ,11    and   

kpkpkpk ySLoferLL ,arg 11    

where  p is a Number which makes the aforementioned Difference Residual 

 
11   pkpk SL  tend to Zero. 

From the above Recursive Equation, we can solve for 1ny . 

Proof: 

We consider 
1y  and find the Ananda-Damayanthi Similarity [1] between 

1y and 1ny

which turns out to be 
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. We now consider the lack of similarity part, i.e.,  11 SL   

and again find the Similarity between 
1y  and  11 SL   which turns out to be 
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. We now add them all. Similarly, we consider 
2y , 3y ,….., upto 

1ny  and ny  and compute such aforementioned quantities and add them all. We now 

Normalize, i.e., divide each of this value by the quantity 


 















































































n

k pk

pk

pk

pk

k

k

k

k

k

k

L

S

L

S

L

S

L

S

L

S

1

22

1

1

2

2

2

2

1

1

2

......... . We equate this value to 1ny  

as the RHS is the Total Normalized Similarity contribution from each element of the 

Time Series Set  nn yyyyyY ,,.......,,, 1321   with respect to 1ny . 



General Form 

We can note that the above equation 
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is in general of the form 
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where, 1a , 2a , 3a  and 4a  are some positive integers. 

We can further write the above equation as 
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                                     Equation A 

Defining Error 

We define Error in the following fashion: 

For the Recursive Future Equation: 

Method 1 

Given a Time Series  nn yyyyyY ,,.......,,, 1321   we consider only  1321 ,.......,,,  nyyyyY  

and use the aforementioned Recursive Future Equation to find the thn  term. Say this 

is n

p y  where the p stands for the ‘predicted’ or ‘forecasted’ value. Then, the Error is 

defined by  
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Method 2 

Given a Time Series  nn yyyyyY ,,.......,,, 1321   we consider it and use the aforementioned 

Recursive Future Equation to find the  thn 1  term. Say this is 1n

p y  where the p stands 

for the ‘predicted’ or ‘forecasted’ value. We now consider the Time Series Set 

 1132 ,,,.......,,  nnn yyyyyY  and use the aforementioned Recursive Past Equation to 

generate the term previous to 
2y , i.e., 1yp

. Then, the Error is defined by  










 


1

11

y

yy p

F  

Therefore, simple Error can be given by 
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where the Equation                 02
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3   bycccycyc nnn  is analogously 

developed as equation B using the Time Series Set  1132 ,,,.......,,  nnn yyyyyY  to find 

1y , where where, 1c , 2c , 3c  and 4c  are some positive integers. 

The Functional Form Equation For Making Future Forecast 

We consider the equation shown below  

                   02
2

2

2

121

2

4

4

1

2

1

6

1

2

3111   cycccycycOfRootDesiredyyy nnn

p

F  

and minimize the Error w.r.t 1ny , i.e., 
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 at the value of

min1
F

ny
   where is F  minimum. The Equation 

at which this error is Minimum i.e., 
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 can be used to re-calculate the 1a , 2a

, 3a  and 4a  and say these are newa1 , newa2 , newa3  and newa4 , The Functional Form Equation 

For Making Future Forecast becomes 
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The Recursive Past Equation 

Given a Time Series  nn yyyyyY ,,.......,,, 1321   

we can find 0y  using the following Recursive Past Equation 
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where 

 knk yyofSmallerS ,  and  knk yyoferLL ,arg  

  kkkk ySLofSmallerS ,1   and   kkkk ySLoferLL ,arg1   

  kkkk ySLofSmallerS ,112    and   kkkk ySLoferLL ,arg 112    

  
kpkpkpk ySLofSmallerS ,221    and   

kpkpkpk ySLoferLL ,arg 221    

  kpkpkpk ySLofSmallerS ,11    and   
kpkpkpk ySLoferLL ,arg 11    

 where  p is a Number which makes the aforementioned Difference Residual 

 
11   pkpk SL  tend to Zero. 

From the above Recursive Equation, we can solve for 0y . 

Proof: 

We consider 
0y  and slate the Ananda-Damayanthi Similarity [1] between 

0y and ny

which turns out to be 
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. We now consider the lack of similarity part, i.e.,  00 SL   

and again find the Similarity between 
0y  and  00 SL   which turns out to be 
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. We now add them all. Similarly, we consider 
2y , 3y

,….., upto 1ny  and compute such aforementioned quantities and add them all. We now 



Normalize, i.e., divide each of this value by the quantity 
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the RHS is the Total Normalized Similarity contribution from each element of the 

Time Series Set  13210 ,.......,,,,  nyyyyyY with respect to ny . 

General Form 

We can note that the above equation 
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is in general of the form 
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where, 1b , 2b , 3b  and 4b  are some positive integers. 

We can further write the above equation as 
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where, 1b , 2b , 3b  and 4b  are some positive integers. 

 

 



Defining Error 

We define Error in the following fashion: 

For the Recursive Past Equation: 

Method 1 

Given a Time Series  nn yyyyyY ,,.......,,, 1321   we consider only  nn yyyyY ,,.......,, 132   

and use the aforementioned Recursive Future Past to find the st1  term. Say this is 1yp
 

where the p stands for the ‘predicted’ or ‘forecasted’ value. Then, the Error is defined 

by  
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Method 2 

Given a Time Series  nn yyyyyY ,,.......,,, 1321   we consider it and use the aforementioned 

Recursive Future Equation to find the term previous to 
1y . Say this is 0yp

 where the 

p stands for the ‘predicted’ or ‘forecasted’ value. We now consider the Time Series Set 

 13210 ,.......,,,,  nyyyyyY  and use the aforementioned Recursive Future Equation to 

generate the term next to 1ny , i.e., n

p y . Then, the Error is defined by  
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Functional Form Equation For Making Past Forecast 

A Seasoned reader of author Literature, especially the section on ‘Functional Form 

Equation For Making Future Forecast’ can infer the procedure for the Past Forecast 

which is very much similar to the Future Forecast. 
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