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Abstract. In this paper, a powerful computational algorithm is developed for the solution of classes of singular

second-order, three-point Volterra integrodi�erential equations in favorable reproducing kernel Hilbert spaces. The

solutions is represented in the form of series in the Hilbert space W 3
2 [0; 1] with easily computable components. In

�nding the computational solutions, we use generating the orthogonal basis from the obtained kernel functions such

that the orthonormal basis is constructing in order to formulate and utilize the solutions. Numerical experiments are

carried where two smooth reproducing kernel functions are used throughout the evolution of the algorithm to obtain

the required nodal values of the unknown variables. Error estimates are proven that it converge to zero in the sense

of the space norm. Several computational simulation experiments are given to show the good performance of the

proposed procedure. Finally, the utilized results show that the present algorithm and simulated annealing provide

a good scheduling methodology to multipoint singular boundary value problems restricted by Volterra operator.

Keywords: Reproducing kernel method; Multipoint boundary conditions; Singular boundary value problem; Inte-

grodi�erential equation of Volterra type
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1 Introduction

The multipoint singular boundary value problems (BVPs) arise in a variety of di�erential applied mathematics

and physics such as gas dynamics, nuclear physics, chemical reaction, studies of atomic structures, and atomic

calculations. For instance, the vibrations of a guy wire of uniform cross-section and composed of N parts of

di�erent densities can be set up as a multipoint singular BVP as in [1]. Many problems in the theory of elastic

stability can be handled using multipoint singular BVPs as in [2]. In optimal bridge design, large size bridges are

sometimes contrived with multipoint supports, which corresponds to a multipoint singular BVP as in [3]. Therefore,

it appears to be very important to develop numerical or analytical methods for solving such problems.

Most scienti�c problems and phenomenons in di�erent �elds of sciences and engineering occur nonlinearly

with a set of �nite singularity. To set the scene, we know that except a limited number of these problems and

phenomenons, most of them do not have analytical solutions. So these nonlinear singular equations should be

solved using numerical methods or other analytical methods. Anyhow, when applied to the multipoint singular

BVPs, classical numerical methods designed for regular BVPs su�er from a loss of accuracy or may even fail to

converge [4{6], because of the singularity; whilst analytical methods commonly used to solve nonlinear singular

di�erential equations are very restricted and numerical techniques involving discretization of the variables on the

other hand gives rise to rounding o� errors. As a result, there are some restrictions to solve these multipoint singular
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BVPs, �rstly, we encountered with the nonlinearity of equations, secondly, these equations are singular BVPs with

multipoint boundary conditions.

The aim of this work is to give an e�ective algorithm for solving second-order singular ordinary di�erential

equations subject to three-point boundary conditions based on the reproducing kernel theory. More speci�cally, we

provide the analytical-numerical solutions for the following singular di�erential-operator equation:

u00 (x) +
a (x)

p (x)
u0 (x) +

b (x)

q (x)
u (x) = [Tu] (x) + f (x; u (x)) ;

[Tu] (x) =

Z x

0

k (x; t)G (u (t)) dt;

(1)

subject to the three-point boundary conditions

u (0) = 0;

u (1)� �u (�) = 0, 0 < � < 1, � > 0, �� < 1;
(2)

where 0 < t < x < 1, k (x; t) is a continuous arbitrary kernel function over the square 0 < t < x < 1, u 2 W 3
2 [0; 1]

is an unknown function to be determined, f (x;w1), and G (w2) are continuous terms in W
1
2 [0; 1] as wi = wi (x) 2

W 3
2 [0; 1], 0 � x � 1, �1 < wi <1, i = 1; 2; and W 1

2 [0; 1] ;W
3
2 [0; 1] are reproducing kernel spaces. Here, the two

real-valued functions p (x) ; q (x) are continuous and may be equal to zero at fxigmi=1 2 [0; 1] which make Eq. (1) to
be singular at x = xi, while on the other hand, a (x) ; b (x) are continuous real-valued functions on [0; 1].

Investigation about second-order, three-point singular BVPs restricted by Volterra operator numerically is

scarce and missing, but on the other side, the solvability analysis of second-order, three-point singular BVPs have

been studied by many authors. The reader is asked to refer to [7{12] in order to know more details about these

analyzes, including their modi�cations and conditions for use, their scienti�c applications, their importance and

characteristics, their relationship including the di�erences, and others.

Reproducing kernel theory has important application in numerical analysis, computational mathematics, image

processing, machine learning, �nance, and probability and statistics [13{16]. Recently, a lot of research work has

been devoted to the applications of the RKHS algorithm for wide classes of stochastic and deterministic problems

involving operator equations, di�erential equations, integral equations, and integro-di�erential equations. The

RKHS algorithm was successfully used by many authors to investigate several scienti�c applications side by side

with their theories. The reader is kindly requested to go through [17{37] in order to know more details about

the RKHS algorithm, including its modi�cation and scienti�c applications, its characteristics and symmetric kernel

functions, and others.

The plan of the paper is the following: in Section 2, an algorithm for solving Eqs. (1) and (2) in the space

W 3
2 [0; 1] is introduced. In Section 3, two reproducing kernel functions are building in appropriate inner product

spaces in order to apply our algorithm. In Section 4, the Gram-Schmidt orthogonalization process is introduced in

order to provide the theoretic basis of the algorithm. In Section 5, the n-truncation numerical solution is proved to

converge to the analytical solution uniformly, whilst an error bound is provided for the present RKHS algorithm.

Numerical results are presented in Section 6. Finally, in Section 7 some concluding remarks are presented.

2 Solution representation with problem formulation

Problem formulation is normally the most important part of the process. It is the determination of the discretized

representation of Eq. (1), the construction of the appropriate reproducing kernel spaces, the selection of the smooth

kernel functions, and the separation of multipoint boundary conditions of Eq. (2).

Anyhow, in order to apply our RKHS algorithm, we multiplying both sides of Eq. (1) by p (x) q (x) to obtain

the following realistic equivalent form:

P (x)u00 (x) +Q (x)u0 (x) +R (x)u (x) = F (x; u (x) ; [Tu] (x)) ; (3)

such that F (x; u (x) ; [Tu] (x)) = p (x) q (x) ([Tu] (x) + f (x; u (x))), P (x) = p (x) q (x), Q (x) = a (x) q (x), and

R (x) = b (x) p (x). Obviously, the form of Eqs. (1) and (3) are equivalent; therefore, it su�ces for us to solve Eq.

(3) subject to multipoint boundary conditions of Eq. (2).
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Actually, it is very di�cult to expand the application of RKHS algorithm to three-point boundary conditions

directly, since it is very di�cult to obtain a reproducing kernel function that satisfying these points. Next, we shall

introduce an e�ective iterative algorithm for solving second-order, three-point singular BVPs restricted by Volterra

operator.

Algorithm .1 To evaluate the analytical-numerical solutions of Eqs. (3) and (2):

Step A: Construct the auxiliary two-point boundary conditions as

u (0) = 0, u (1) = ;

where  is constant to be determined.

Step B: Solve the following equation via RKHS algorithm:

P (x)u00 (x) +Q (x)u0 (x) +R (x)u (x) = F (x; u (x) ; [Tu] (x)) ; (4)

subject to the two-point boundary conditions

u (0) = 0, u (1) = : (5)

Step C: To complete the detailed process, do steps (I, II, III, IIII) in the following subroutine:

Step I: De�ne a new unknown function as

v (x) = u (x)� � (x) ;

where � (x) satis�es � (0) = 0 and � (1) = . Hence, � (x) = x and v (x) = u (x)� x.
Step II: The shape of Eq. (4) with two-point boundary conditions of Eq. (5) can be equivalently reduced to

�nding v (x) that satisfying the equation

P (x) v00 (x) +Q (x) v0 (x) +R (x) v (x) = F (x; (v + �) (x) ; [Tv + �] (x))�
�
�0Q+ �R

�
(x) ; (6)

subject to the homogeneous two-point boundary conditions

v (0) = 0, v (1) = 0: (7)

Step III: Using RKHS algorithm, the analytical-numerical solutions of Eqs. (6) and (7) can be obtained,

respectively, as

v (x) =
1P
i=1

iP
k=1

�ik
�
F (xk; (v + �) (xk) ; [T (v + �)] (xk))�

�
�0Q+ �R

�
(xk)

�
� i (x) ;

vn (x) =
nP
i=1

iP
k=1

�ik
�
F (xk; (v + �) (xk) ; [T (v + �)] (xk))�

�
�0Q+ �R

�
(xk)

�
� i (x) ;

where �ik are orthogonalization coe�cients and
� i (x) are orthonormal functions system.

Step IV: The analytical-numerical solutions of Eqs. (3) and (2) can be immediately obtained as

u (x) = � (x) +
1P
i=1

iP
k=1

�ik
�
F (xk; u (xk) ; Tu (xk))�

�
�0Q+ �R

�
(xk)

�
� i (x) ;

un (x) = � (x) +
nP
i=1

iP
k=1

�ik
�
F (xk; u (xk) ; Tu (xk))�

�
�0Q+ �R

�
(xk)

�
� i (x) :

Step D: Incorporate the three-point boundary conditions of Eq. (2) into un(x), it follows that

un (0) = 0;

un (1)� �un (�) = 0;
(8)
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Step E: Solve the linear system of Eq. (8), the n-term numerical solution un(x) for Eqs. (1) and (2) are obtained.

We mention here that, the detail mathematical descriptions of Step III and Step IV in the aforementioned

subroutine of Step C can be found in detailed in Section 4.

3 The structure of appropriate inner product spaces and the main results

In this section, a method for constructing a reproducing kernel function that satisfying the two-point boundary

conditions v (0) = 0 and v (1) = 0 is presented. By applying some good properties of the reproducing kernel space,

a very simple numerical method is provided for obtaining approximation to the solution of Eqs. (3) and (2).

Prior to discussing the applicability of the RKHS algorithm on solving second-order, three-point singular BVPs

restricted by Volterra operator and their associated numerical algorithm, it is necessary to present an appropriate

brief introduction to preliminary topics from the reproducing kernel theory.

De�nition .1 [17] Let � be a Hilbert space of function � : 
 ! � on a set 
. A function � : 
 � 
 ! C is

a reproducing kernel of � if the following conditions are satis�ed. Firstly, � (�; x) 2 � for each x 2 
. Secondly,
h� (�) ;� (�; x)i = � (x) for each � 2 � and each x 2 
.

To solve Eqs. (6) and (7) using RKHS algorithm, we �rst de�ne and construct a reproducing kernel space

W 3
2 [0; 1] in which every function satis�es the two-point boundary conditions v (0) = 0 and v (1) = 0. After that,

we utilize a reproducing kernel space W 1
2 [0; 1].

De�nition .2 The space W 3
2 [0; 1] is de�ned as W

3
2 [0; 1] = fv j v; v0; v00 are absolutely continuous on [0; 1],

v; v0; v00; v000 2 L2 [0; 1], and v (0) = 0; v (1) = 0g. On the other hand, the inner product and the norm in W 3
2 [0; 1]

are de�ned, respectively, by

hv(x); w(x)iW 3
2
=

2P
i=0

v(i) (0)w(i) (0) +
1R
0

v000(x)w000(x)dx; (9)

and jjvjjW 3
2
=
q
hv (x) ; v (x)iW 3

2
, where v; w 2W 3

2 [0; 1].

The Hilbert space W 3
2 [0; 1] is called a reproducing kernel if for each �xed x 2 [0; 1], there exist Rf1g (x; y) 2

W 3
2 [0; 1] (simply R

f1g
x (y)) such that

D
v (y) ; R

f1g
x (y)

E
W 3

2

= v (x) for any v(y) 2W 3
2 [0; 1] and y 2 [0; 1].

Theorem .1 The Hilbert space W 3
2 [0; 1] is a complete reproducing kernel with reproducing kernel function

Rf1gx (y) =

(
a1(x) + a2(x)y + a3(x)y

2 + a4(x)y
3 + a5(x)y

4 + a6(x)y
5; y � x;

b1(x) + b2(x)y + b3(x)y
2 + b4(x)y

3 + b5(x)y
4 + b6(x)y

5; y > x;
(10)

where ai(x) and bi(x), i = 1; 2; :::; 6; are unknown coe�cients of R
f1g
x (y) and are given as

ai's coe�cients bi's coe�cients

a1 (x) = 0; b1 (x) =
1
120x

5;

a2(x) = � 1
156x(�36 + 30x+ 10x

2 � 5x3 + x4); b2(x) = � 1
312x(�72 + 60x+ 20x

2 + 3x3 + 2x4);

a3(x) = � 1
624x(120� 126x+ 10x

2 � 5x3 + x4); b3(x) = � 1
624x(120� 126x� 42x

2 � 5x3 + x4);

a4(x) = � 1
1872x(120� 126x+ 10x

2 � 5x3 + x4); b4(x) = � 1
1872x(120 + 30x+ 10x

2 � 5x3 + x4);

a5(x) =
1

3744x(�36 + 30x+ 10x
2 � 5x3 + x4); b5(x) =

1
3744x(120 + 30x+ 10x

2 � 5x3 + x4);

a6(x) =
1

18720 (156� 120x� 30x
2 � 10x3 + 5x4 � x5); b6(x) = � 1

18720x(120 + 30x+ 10x
2 � 5x3 + x4):

Proof. The proof of the completeness and reproducing property of W 3
2 [0; 1] is similar to the proof in [18]. Now,

let us �nd out the expression form of R
f1g
x (y) in the space W 3

2 [0; 1]. It is easy to see that
R 1
0
v000(y)@3yR

f1g
x (y)dy =
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2P
i=0

(�1)i v(i) (y) @5�iy R
f1g
x (y) jy=1y=0 �

R 1
0
v (y) @6yR

f1g
x (y) dy. From Eq. (9), one can write

D
v (y) ; R

f1g
x (y)

E
W 3

2

=
2P
i=0

v(i) (0) [@iyR
f1g
x (0) + (�1)i+1@5�iy R

f1g
x (0)]

+
2P
i=0

(�1)iv(i) (1) @5�iy R
f1g
x (1)�

Z 1

0

v (y) @6yR
f1g
x (y) dy:

(11)

Since R
f1g
x (y) 2W 3

2 [0; 1], it follows that R
f1g
x (0) = 0 and R

f1g
x (1) = 0. Again, since v(x) 2W 3

2 [0; 1], it yield that

v (0) = 0 and v (1) = 0. On the other hand, if @4yR
f1g
x (1) = 0, @3yR

f1g
x (1) = 0, @2yR

f1g
x (0) � @3yR

f1g
x (0) = 0, and

@1yR
f1g
x (0) + @4yR

f1g
x (0) = 0, then Eq. (11) implies that

D
v (y) ; R

f1g
x (y)

E
W 3

2

=
R 1
0
v (y) (�@6yR

f1g
x (y))dy. Now, for

any x 2 [0; 1], if Rf1gx (y) satis�es

@6yR
f1g
x (y) = �� (x� y) , � dirac-delta function, (12)

then
D
v (y) ; R

f1g
x (y)

E
W 3

2

= v (x). Clearly, R
f1g
x (y) is the reproducing kernel function of the space W 3

2 [0; 1]. The

auxiliary formula of Eq. (12) is �6 = 0, so, let the expression form of R
f1g
x (y) be as de�ned in Eq. (10). For Eq.

(12) let R
f1g
x (y) satisfy @my R

f1g
x (x+ 0) = @my R

f1g
x (x� 0), m = 0; 1; 2; 3; 4. Integrating @6yR

f1g
x (y) = �� (x� y)

from x � " to x + " with respect to y and let " ! 0, we have the jump degree of @5yR
f1g
x (y) at y = x given by

@5yR
f1g
x (x+ 0) � @5yR

f1g
x (x� 0) = �1. Through the last descriptions and by using MAPLE 13 software package,

the unknown coe�cients ai(x) and bi(x), i = 1; 2; :::; 6 of Eq. (10) can be obtained.

De�nition .3 [17] The space W 1
2 [0; 1] is de�ned as W

1
2 [0; 1] = fv j v is absolutely continuous on [0; 1] and

v0 2 L2 [0; 1]g. On the other hand, the inner product and the norm in W 1
2 [0; 1] are de�ned, respectively, by

hv(x); w(x)iW 1
2
= v (0)w (0) +

1R
0

v0(x)w0(x)dx;

and jjvjjW 1
2
=
q
hv (x) ; v (x)iW 1

2
, where v; w 2W 1

2 [0; 1].

Theorem .2 [17] The Hilbert space W 1
2 [0; 1] is a complete reproducing kernel with reproducing kernel function

Rf2gx (y) =

(
1 + y; y � x;

1 + x; y > x:

4 Theoretic basis of the RKHS algorithm

Here, the formulation of a di�erential linear operator is presented inW 3
2 [0; 1]. After that, we use the Gram-Schmidt

orthogonalization process on the orthonormal system
�
 i (x)

	1
i=1

and normalizing them on W 3
2 [0; 1] to obtain the

required orthogonalization coe�cients in order to obtain the analytical-numerical solutions of Eqs. (6) and (7) using

RKHS algorithm.

Let us consider the di�erential operator L :W 3
2 [0; 1]!W 1

2 [0; 1] such that Lv (x) = P (x) v00 (x)+Q (x) v0 (x)+

R (x) v (x). Thus, Eqs. (6) and (7) can be equivalently converted into the form:

Lv (x) = F (x; (v + �) (x) ; [T (v + �)] (x))�
�
�0Q+ �R

�
(x) ; (13)

with respect to the two-point boundary conditions

v (0) = 0, v (1) = 0: (14)

Theorem .3 The operator L :W 3
2 [0; 1]!W 1

2 [0; 1] is bounded and linear.
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Proof. Clearly, kLvk2W 1
2
� M kvk2W 3

2
, where M > 0. From the de�nition of W 1

2 [0; 1], we have kLvk
2
W 1

2
=

hLv (x) ; Lv (x)iW 1
2
= [(Lv)(0)]2 +

R 1
0
[(Lv)0(x)]2dx. By the Schwarz inequality and reproducing properties v(x) =D

v (y) ; R
f1g
x (y)

E
W 3

2

, (Lv)(x) =
D
v (y) ; (LR

f1g
x ) (y)

E
W 3

2

, and (Lv)0(x) =
D
v (y) ; (LR

f1g
x )0 (y)

E
W 3

2

, we get

j(Lv)(x)j =
����Dv (x) ; (LRf1gx ) (x)

E
W 3

2

���� � LRf1gx


W 3

2

kvkW 3
2
=M1 kvkW 3

2
;

j(Lv)0(x)j =
����Dv (x) ; (LRf1gx )0 (x)

E
W 3

2

���� � (LRf1gx )0

W 3

2

kvkW 3
2
=M2 kvkW 3

2
;

where Mi > 0, i = 1; 2. Thus, kLvk2W 1
2
= [(Lv)(0)]2 +

R 1
0
[(Lv)0 (x)]2dx � (M2

1 +M2
2 ) kvk

2
W 3

2
. The linearity part is

obvious.

To construct an orthogonal function system of W 3
2 [0; 1]; put 'i (x) = R

f2g
xi (x) and  i (x) = L�'i (x), where

fxig1i=1 is dense on [0; 1] and L� is the adjoint operator of L. In other words, hv (x) ;  i (x)iW 3
2
= hv (x) ; L�'i (x)iW 3

2
=

hLv (x) ; 'i (x)iW 1
2
= Lv(xi), i = 1; 2; :::. The orthonormal function system

�
 i (x)

	1
i=1

can be derived from the

Gram-Schmidt orthogonalization process of f i (x)g
1
i=1 as

� i (x) =
iP

k=1

�ik k (x) ; (15)

where �ij =
1

k 1kW3
2

for i = j = 1, �ij =
1vuutk ik2W3

2

�
i�1P
k=1

�
h i(x); k(x)iW3

2

�2 for i = j 6= 1, and �ij = � 1vuutk ik2W3
2

�
i�1P
k=1

(cik)
2

�
i�1P
k=j



 i (x) ;  k (x)

�
W 3

2
�kj for i > j.

Lemma .1 If v 2W 3
2 [0; 1], then jv (x)j � 7

2 kvkW 3
2
, jv0 (x)j � 3 kvkW 3

2
, and jv00 (x)j � 2 kvkW 3

2
.

Proof. Noting that v00 (x)� v00 (0) =
R x
0
v000 (p) dp, where v00 (x) is absolute continuous on [0; 1]. If this is integrated

again from 0 to x, the result is v0 (x) itself as; v0 (x) � v0 (0) � v00 (0)x =
R x
0

�R z
0
v000s (p) dp

�
dz. Again, integrated

from 0 to x, yield that v (x) � v (0) � v0 (0)x � 1
2v
00 (0)x2 =

R x
0

�R w
0

�R z
0
v000 (p) dp

�
dz
�
dw. So, jv (x)j � jv (0)j +

jv0 (0)j jxj+ 1
2 jv

00 (0)j jxj2 +
R 1
0
jv000 (p)j dp or jv (x)j � jv (0)j+ jv0 (0)j+ 1

2 jv
00 (0)j+

R 1
0
jv000 (p)j dp. By using Holder's

inequality and Eq. (9), we can note the following relation inequalities:

jv (0)j =
p
v2 (0) �

s
2P
i=0

�
v(i) (0)

�2
+

1R
0

(v00 (x))
2
dx = kvkW 3

2
;

jv0 (0)j =
q
(v0 (0))

2 �

s
2P
i=0

�
v(i) (0)

�2
+

bR
a

(v00 (x))
2
dx = kvkW 3

2
;

jv00 (0)j =
q
(v00 (0))

2 �

s
2P
i=0

�
v(i) (0)

�2
+

1R
0

(v00 (x))
2
dx = kvkW 3

2
;

1R
0

jv000 (p)j dp �

s
1R
0

(v000 (p))
2
dp

1R
0

(1)
2
dp �

s
2P
i=0

�
v(i) (0)

�2
+

1R
0

(v00 (x))
2
dx = kvkW 3

2
:

Thus, jv (x)j � 7
2 kvkW 3

2
. For the second part, since v0 (x) = v0 (0) + v00 (0)x +

R x
0

�R z
0
v000 (p) dp

�
dz, this means

that jv0 (x)j � jv0 (0)j + jv00 (0)j +
R 1
0
jv000 (p)j dp. Thus, one can �nd jv0 (x)j � 3 kvkW 3

2
. In the third part, clearly,

v00 (x) � v00 (0) =
R x
0
v000 (p) dp, which yield that jv00 (x)j � jv00 (0)j +

R 1
0
jv000 (p)j dp. Hence, one can write jv00 (x)j �

2 kvkW 3
2
.

Theorem .4 If fxig1i=1 is dense on [0; 1], then f i (x)g
1
i=1 is a complete function system of the space W 3

2 [0; 1].
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Proof. Clearly,  i (x) = L�'i (x) =
D
L�'i (x) ; R

f1g
x (y)

E
W 3

2

=
D
'i (x) ; LyR

f1g
x (y)

E
W 1

2

= LyR
f1g
x (y)

���
y=xi

2

W 3
2 [0; 1], so,  i (x) = LyR

f1g
x (y)

���
y=xi

. For each �xed v 2W 3
2 [0; 1], let hv (x) ;  i (x)iW 3

2
= 0, so, hv (x) ;  i (x)iW 3

2
=

hv (x) ; L�'i (x)iW 3
2
= hLv (x) ; 'i (x)iW 1

2
= Lv (xi) = 0. But since fxig1i=1 is dense on [0; 1], therefore Lv (x) = 0.

It follows that v (x) = 0 from the existence of L�1.

5 Implementation of the iterative method

In this section, a procedure of obtaining the analytical solution of Eqs. (13) and (14) is represented in the series

form in the space W 3
2 [0; 1], whilst, the numerical solution is obtained by taking �nitely many terms in this series

representation form. After that, the numerical solution and its �rst (second) derivative are proved to converging

uniformly to the analytical solution and its �rst (second) derivative, respectively.

Theorem .5 For each v 2 W 3
2 [0; 1],

1P
i=1



v (x) ; � i (x)

�
� i (x) is convergent in the sense of the norm of W 3

2 [0; 1].

On the other hand, if fxig1i=1 is dense on [0; 1], then the analytical solution of Eqs. (13) and (14) is

v (x) =
1P
i=1

iP
k=1

�ik
�
F (xk; (v + �) (xk) ; [T (v + �)] (xk))�

�
�0Q+ �R

�
(xk)

�
� i (x) : (16)

Proof. Using Eq. (15), it easy to see that

v (x) = L�1F (x; (v + �) (x) ; [T (v + �)] (x))�
�
�0Q+ �R

�
(x)

=
1P
i=1



v (x) ; � i (x)

�
W 3

2

� i (x)

=
1P
i=1

iP
k=1

�ik hv (x) ;  k (x)iW 3
2

� i (x)

=
1P
i=1

iP
k=1

�ik hv (x) ; L�'k (x)iW 3
2

� i (x)

=
1P
i=1

iP
k=1

�ik hLv (x) ; 'k (x)iW 1
2

� i (x)

=
1P
i=1

iP
k=1

�ik


F (x; (v + �) (x) ; [T (v + �)] (x))�

�
�0Q+ �R

�
(x) ; 'k (x)

�
W 1

2

� i (x)

=
1P
i=1

iP
k=1

�ik
�
F (xk; (v + �) (xk) ; [T (v + �)] (xk))�

�
�0Q+ �R

�
(xk)

�
� i (x) :

Hence, Eq. (16) is the analytical solution of Eqs. (13) and (14).

Let
�
 i (x)

	1
i=1

be the normal orthogonal system derived from the Gram-Schmidt orthogonalization process of

f i (x)g
1
i=1, then according to Eq. (16), the analytical solution of Eqs. (13) and (14) can be denoted by

v (x) =
1P
i=1

Bi� i (x) ; (17)

where Bi =
iP

k=1

�ik
�
F (xk; (vk�1 + �) (xk) ; [T (vk�1 + �)] (xk))�

�
�0Q+ �R

�
(xk)

�
. In fact, Bi in Eq. (17) are

unknown, we will approximate Bi using known Ai. For a numerical computations, we de�ne the initial function

v0(x1) = 0, put v0 (x1) = v (x1), and de�ne the n-term approximation vn (x) to v (x) as

vn (x) =
nP
i=1

Ai� i (x) ; (18)

Ai =
iP

k=1

�ik
�
F (xk; (vk�1 + �) (xk) ; [T (vk�1 + �)] (xk))�

�
�0Q+ �R

�
(xk)

�
: (19)
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The convergence of the analytical-numerical solutions will discuss next. For any x 2 [0; 1] and according to
Lemma .1, we get���v(i)n (x)� v(i) (x)

��� �Mi kvn � vkW 3
2
, i = 0; 1; 2; (20)

where M0 =
7
3 , M1 = 3, M2 = 2. Hence, if kvn � vkW 3

2
! 0 as n ! 1, the numerical solution vn (x) and v(i)n (x),

i = 0; 1; 2 are converge uniformly to the analytical solution v (x) and v(i) (x), i = 0; 1; 2, respectively.

Theorem .6 vn satis�es Lvn (xj) = F (xj ; (vj�1 + �) (xj) ; [T (vj�1 + �)] (xj))�
�
�0Q+ �R

�
(xj), j = 1; 2; 3; :::.

Proof. If Ai =
iP

k=1

�ik
�
F (xk; (vk�1 + �) (xk) ; [T (vk�1 + �)] (xk))�

�
�0Q+ �R

�
(xk)

�
, then vn (x) =

nP
i=1

Ai� i (x).

Combining the reproducing and symmetric properties of R
f1g
x (y), it follows that Lvn (xj) =

nP
i=1

AiL� i (xj) =

nP
i=1

Ai


L� i (x) ; 'j (x)

�
W 1

2

=
nP
i=1

Ai


� i (x) ; L

�
j' (x)

�
W 3

2

=
nP
i=1

Ai


� i (x) ;  j (x)

�
W 3

2

. Using the orthogonality of�
� i (x)

	1
i=1
, yields that

jP
l=1

�jlLvn (xl) =
nP
i=1

Ai

�
� i (x) ;

jP
l=1

�jl l (x)

�
W 3

2

=
nP
i=1

Ai


� i (x) ;

� j (x)
�
W 3

2

=
jP
l=1

�jl��
F (xl; (vl�1 + �) (xl) ; [T (vl�1 + �)] (xl))�

�
�0Q+ �R

�
(xl)

�
. Take j = 1, one gets Lvn (x1) = F (x1; (v0 + �) (x1) ;

[T (v0 + �)] (x1)) �
�
�0Q+ �R

�
(x1). Take j = 2, one gets Lvn(x2) = F (x2; (v1 + �) (x2) ; [T (v1 + �)] (x2)) ��

�0Q+ �R
�
(x2). Using mathematical induction, one get Lvn (xj) = F (xj ; (vj�1 + �) (xj) ; [T (vj�1 + �)] (xj)) ��

�0Q+ �R
�
(xj).

From Eq. (20), since vn (x) converge uniformly to v (x), v (x) =
1P
i=1

Ai� i (x). Therefore, vn (x) = Pnv (x),

where Pn is an orthogonal projector from W 3
2 [0; 1] to Spanf 1;  2; :::;  ng. Thus one can write Lvn (xj) =


Lvn (x) ; 'j (x)
�
W 1

2

=


vn (x) ; L

�
j' (x)

�
W 3

2

=


Pnv (x) ;  j (x)

�
W 3

2

=


v (x) ; Pn j (x)

�
W 3

2

=


v (x) ;  j (x)

�
W 3

2

=

Lv (x) ; 'j (x)

�
W 1

2

= Lv (xj) :

Theorem .7 If kvn�1 � vkW 3
2
! 0, xn ! y as n!1, and F (x;w1; w2) is continuous in [0; 1] with respect to x;wi,

i = 1; 2, then F (xn; (vn�1 + �) (xn) ; [T (vn�1 + �)] (xn)) �
�
�0Q+ �R

�
(xn) ! F (y; (v + �) (y) ; [T (v + �)] (y)) ��

�0Q+ �R
�
(y) as n!1.

Proof. We want to show that vn�1 (xn)! v (y). Since,

jvn�1 (xn)� v (y)j = jvn�1 (xn)� vn�1 (y) + vn�1 (y)� v (y)j
� jvn�1 (xn)� vn�1 (y)j+ jvn�1 (y)� v (y)j
�

��(vn�1)0 (�)�� jxn � yj+ jvn�1 (y)� v (y)j , � lies between xn and y:
From Lemma .1, jvn�1 (y)� v (y)j � 7

2 kvn�1 � vkW 3
2
which gives jvn�1 (y)� v (y)j ! 0 as n ! 1, whilst,��(vn�1)0 (�)�� � 3 kvn�1kW 3

2
. In terms of the boundedness of kvn�1kW 3

2
, we get jvn�1 (xn)� v (y)j ! 0 as n ! 1.

As a result, by means of the continuation of F the result is obtained directly.

Theorem .8 If jjvnjjW 3
2
is bounded and fxig1i=1 is dense on [0; 1], then the n-term numerical solution vn (x) in the

iterative formula of Eq. (18) converges to the analytical solution v (x) of Eqs. (13) and (14) in the space W 3
2 [0; 1]

and v (x) =
1P
i=1

Ai� i (x), where Ai is given by Eq. (19).

Proof. The proof is straightforward.

If �n = jjv � vnjjW 3
2
, where v (x) and vn (x) are given by Eqs. (17) and (18), respectively, then �2n = 1P

i=n+1

Ai� i

2
W 3

2

=
1P

i=n+1

(Ai)
2
and �2n�1 =

 1P
i=n

Ai� i

2
W 3

2

=
1P
i=n

(Ai)
2
. Thus, �n�1 � �n, and consequently f�ng are

monotone decreasing in the sense of k�kW 3
2
. By Theorem .5,

1P
i=1

Ai� i (x) is convergent, so, �
2
n =

1P
i=n+1

(Ai)
2 ! 0 or

�n ! 0 as n!1.
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6 Numerical examples

In order to solve multipoint singular BVPs restricted by Volterra operator numerically and to show behavior,

properties, e�ciency, and applicability of the present RKHS algorithm, four multipoint singular BVPs restricted

by Volterra operator will be solved numerically in this section. Here, all the symbolic and numerical computations

were performed by using MAPLE 13 software package.

Using RKHS algorithm, taking xi =
i�1
n�1 , i = 1; 2; :::; n, applying R

f1g
x (y) and R

f2g
x (y) on [0; 1] in which

Algorithm .1 is used throughout the computations; some tabulate data is presented and discussed quantitatively at

some selected grid points on [0; 1] to illustrate the numerical solutions for the following multipoint singular BVPs

restricted by the given Volterra operator.

Example 1 Consider the singularities at two endpoint of [0; 1]:

u00(x) +
1

sin (x)
u0 (x)� 1

x (x� 1)u (x) = [Tu] (x) + f (x) ;

[Tu] (x) =

xZ
0

(x+ 1)tu(t)dt;

subject to the three-point boundary conditions

u (0) = 0;

u (1)� 4u
�
1
9

�
= 0;

where 0 < t < x < 1, the analytical solution is u (x) = x(x� 1)
�
x� 1

9

�
cos(x).

Example 2 Consider the singularities at two endpoint of [0; 1]:

u00(x)� 1

x2 (1� x)2
u0 (x) +

1

sinh (x)
u (x) = u2 (x) + sinh�1 (u (x)) + [Tu] (x) + f (x) ;

[Tu] (x) =

xZ
0

(x� t)u2 (t) dt;

subject to the three-point boundary conditions

u (0) = 0;

u (1)� u
�
1
2

�
= 0;

where 0 < t < x < 1, the analytical solution is u (x) =
�
x� 1

2

�2
(x� 1)2 sinh (x).

Example 3 Consider the singularities at multipoint of [0; 1]:

u00(x) +
1

x (x� 1)
�
x� 1

3

�u0 (x) + 1

(ex � 1)u (x) = cosh (u (x)) + [Tu] (x) + f (x) ;

[Tu] (x) =

xZ
0

cosh (x)u4 (t) dt;

subject to the three-point boundary conditions

u (0) = 0;

u (1)� 2u
�
1
3

�
= 0;

where 0 < t < x < 1, the analytical solution is u (x) = x
�
x� 1

3

� �
2x2 � 3x+ 1

�
.
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Example 4 Consider the singularities at multipoint of [0; 1]:

u00(x) +
1

ln (x+ 1)
u0 (x)� 1

x
�
x� 1

4

�
(x� 1)

u (x) = u (x) eu(x) + f (x) ;

[Tu] (x) =

xZ
0

et+xeu(t)dt;

subject to the three-point boundary conditions

u (0) = 0;

u (1)� 3u
�
1
4

�
= 0;

where 0 < t < x < 1, the analytical solution is u (x) = ln
�
x2 (1� x)

�
x� 1

4

�
+ 1
�
.

Our next goal is to illustrate some numerical results of the RKHS solutions of the aforementioned examples

in numeric values. In fact, results from numerical analysis are an approximation, in general, which can be made

as accurate as desired. Because a computer has a �nite word length, only a �xed number of digits are stored

and used during computations. Next, the agreement between the analytical-numerical solutions is investigated for

Examples 1, 2, 3, and 4 at various x in [0; 1] by computing the absolute errors and the relative errors of numerically

approximating their analytical solutions for the corresponding equivalent equations as shown in Tables 1, 2, 3,

and 4, respectively. Anyhow, it is clear from the tables that, the numerical solutions are in close agreement with

the analytical solutions for all examples, while the accuracy is in advanced by using only few tens of the RKHS

iterations. Indeed, we can conclude that higher accuracy can be achieved by computing further RKHS iterations.

Table 1. The analytical-numerical solutions and errors for Example 1.

x Exact solution Numerical solution Absolute error Relative error

0:16 �0:00648674140330012 �0:00648701932919779 2:77926� 10�7 4:28452� 10�5
0:32 �0:04314675763472329 �0:04314697922423827 2:21590� 10�7 5:13572� 10�6
0:48 �0:08166976184992833 �0:08166986517758862 1:03328� 10�7 1:26519� 10�6
0:64 �0:09774018067274835 �0:09774015978092232 2:08918� 10�8 2:13749� 10�7
0:80 �0:07679256174137644 �0:07679247394675902 8:77946� 10�8 1:14327� 10�6
0:96 �0:01869522215933257 �0:01869518857715539 3:35822� 10�8 1:79630� 10�6

Table 2. The analytical-numerical solutions and errors for Example 2.

x Exact solution Numerical solution Absolute error Relative error

0:16 0:01310653223586577 0:013106673444133368 1:41208� 10�7 1:07739� 10�5
0:32 0:00487640352847436 0:004876573498209635 1:69970� 10�7 3:48556� 10�5
0:48 0:00005393349784172 0:000054062551919420 1:29054� 10�8 2:39284� 10�3
0:64 0:00173897887325904 0:001739035091758989 5:62185� 10�8 3:23285� 10�5
0:80 0:00319718153587544 0:003197173005396070 8:53048� 10�9 2:66812� 10�6
0:96 0:00037729187128320 0:000377276827374901 1:50439� 10�8 3:98734� 10�5

Table 3. The analytical-numerical solutions and errors for Example 3.

x Exact solution Numerical solution Absolute error Relative error

0:16 �0:01584128000000000 �0:015841501202561670 2:21203� 10�7 1:39637� 10�5
0:32 �0:00104447999999999 �0:001044838270691351 3:58271� 10�7 3:43013� 10�4
0:48 0:00146432000000000 0:001463908889641097 4:11110� 10�7 2:80752� 10�4
0:64 �0:01978367999999998 �0:019784059627530715 3:79628� 10�7 1:91889� 10�5
0:80 �0:04480000000000005 �0:044800263728179024 2:63728� 10�7 5:88679� 10�6
0:96 �0:02213887999999997 �0:022138943318272125 6:33183� 10�8 2:86005� 10�6
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Table 4. The analytical-numerical solutions and errors for Example 4.

x Exact solution Numerical solution Absolute error Relative error

0:16 �0:00193723522905100 �0:00193715122696797 8:40021� 10�8 4:33618� 10�5
0:32 0:00486239935272751 0:00486253640369627 1:37051� 10�7 2:81859� 10�5
0:48 0:02718301141037295 0:02718317043250062 1:59022� 10�7 5:85006� 10�6
0:64 0:05591504562239846 0:05591520011909257 1:54497� 10�7 2:76306� 10�6
0:80 0:06803241039182698 0:06803253422667077 1:23835� 10�7 1:82023� 10�6
0:96 0:02583677729641778 0:02583681728855300 3:99921� 10�8 1:54788� 10�6

7 Concluding remarks

In this work, we have used the reproducing kernel algorithm for solving linear and nonlinear second-order, three-

point singular BVPs restricted by Volterra operator. In the meantime, we employed our algorithm and its conjugate

operator to construct the complete orthonormal basis in the reproducing kernel space W 3
2 [0; 1]. By separating the

multipoint boundary conditions and adding the initial and boundary conditions to the reproducing kernel space

that satisfying these points, we obtain the analytical-numerical solutions of the problem. The algorithm is applied

in a direct way without using linearization, perturbation, or any restrictive assumptions. It may be concluded

that RKHS algorithm is very powerful and e�cient in �nding the analytical-numerical solutions for a wide class of

multipoint singular BVPs. It is worth mentioning here that the algorithm is capable of reducing the volume of the

computational work and complexity while still maintaining the high accuracy of the numerical results.
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