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Abstract

Our goal is to give a very simple, effective and intuitive algorithm for the solution of
initial value problem of ODEs of 1st and arbitrary higher order with general i.e. constant,
variable or nonlinear coefficients and the systems of these ordinary differential
equations. We find an expansion of the differential equation/function to get an infinite
series containing iterated integrals evaluated solely at initial values of the dependent
variables in the ordinary differential equation. Our series represents the true series
expansion of the closed form solution of the ordinary differential equation. The method
can also be used easily for general 2nd and higher order ordinary differential equations.
We explain with examples the steps to solution of initial value problems of 1st order
ordinary differential equations and later follow with more examples for linear and non-
linear 2nd order and third order ODEs. We have given mathematica code for the
solution of nth order ordinary differential equations and show with examples how to
use the general code on 1%, 2" and third order ordinary differential equations. We also
give mathematica code for the solution of systems of a large number of general ordinary
differential equations each of arbitrary order. We give an example showing the ease
with which our method calculates the solution of system of three non-linear second
order ordinary differential equations.

! The basic research was done by author in April 2016 and first appeared in public at the web site:
https://forum.wilmott.com/viewtopic.php?f=4&t=99702
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The basic research was done by author in April 2016 and first appeared in public at the
web site: https://forum.wilmott.com/viewtopic.php?f=4&t=99702.

1. Introduction to the Method of Iterated Integrals

Method of iterated integrals is a technique to evaluate integrals of functions that
depend on several dependent variables and one (or possibly more) independent
variable. Usually such integrals are very difficult to solve since they require complete
knowledge of simultaneous evolution of the dependent variables with respect to the
independent variable. We try to make the evaluations of these integrals simpler by
expanding the integral in the form of an infinite series where we need only initial values
of the dependent variables in the series to evaluate the integral. Thus we are saved
from having to determine the future evolution of the dependent variables while
evaluating the integrals of complicated functions. We suppose that dependence
structure that defines the relationship between the dependent variables and the
independent variables is given to us usually in the form of an ordinary differential
equation. When the solution of the ordinary differential equation can be written in the
form of an integral, we can use the method of iterated integrals to evaluate the solution
integral in order to solve the very ordinary differential equation defining the relationship
between the dependent variables and the independent variable.

In the method of iterated integrals we rely on a trick of writing the integrand function as
a sum of two terms, in the first one of which the dependent variables in the original
integrand function are evaluated at initial values of the dependent variables and the
second term (which is an integral) integrates the evolution of derivatives of the original
integrand function with respect to dependent variables along the independent variable.
So we have the first term which can readily be calculated since it depends solely on the
initial values of the dependent variables and a second term that is an integral depending
on the future evolution of the dependent variable and its derivatives. We apply this trick
again to the integrand function inside the integral in the second term and convert it
again, just like in the first step into two terms the first one which is evaluated at initial
values of the dependent variables and the second one integrating the evolution of the
derivatives. Repeated applications of this trick convert the second term inside the
integral in each previous step into terms depending solely on integrals calculated at
initial values of the dependent variables and we get an infinite series of the terms
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containing iterated integrals evaluated solely at initial values of the dependent
variables.

To start the discussion, we try to find the solution to General initial value problem
associated with first order Ordinary Differential Equations given as

di’l_(tt) =f(t,y@®), t=0 y(t)) =y, (1)

Integrating Equation (1), we get the formal solution to the initial value problem as
y(®) = y(to) + J; fz.y@)dr  (2)

If only we could exactly solve the formal integral in equation (2), we would find our
desired solution. Obviously f(z, y(z)) cannot in general be directly and analytically
integrated in the above integral. In what follows, we will try to solve this formal solution
integral in equation (2) using the method of iterated integrals.

However we can write integrand function in the formal integral in equation (2) as
another function of initial value of dependent variable(s) y(z) = y(t,) and a second
formal integral that integrates the derivative of the integrand function in equation (2)
with respect to dependent variable y(7) along the evolution of the independent
variable so that sum of both terms is equated with integrand function in formal integral
in equation (2). We can for example write as

fr.y@) = f(1.y()) + [} of (gi () 2 s Equation (3)

af(z, .
= f(T, y(to)) + f;o f(%(s))f(s, y(s))ds Equation (4)
We have used equation (1) with equation (3) to get equation (4).

The above equation (3) is a special case analogue (where one dependent variable
depends on another independent variable) of the following equation from the function
of two variables that can very easily be proven.

af(z, .
f@y) =f(y) + fyyo 1%@ Equation (3A)

As an aside, we see wide applications of equation (3) and equation (3A) in solution of
many difficult problems in mathematics and its applications.
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Equation (2) can now be written after substituting equation (4) init as

y(0) = y(eo) + fi f(1.y(ed)dr + f}, [T LD (5, y(5))ds dr
Equation(5)

In Equation (5), we notice that first order integral in second term could mostly be easily
evaluated since all instances of the dependent variable are evaluated at initial time

T = t,. The second order integral in third term has to be taken in formal sense as this
integral depends upon future evolution of the dependent variable and its derivatives
and this second order integral could not, in general, be easily evaluated.

However the term inside the second order formal integral in equation (5) can again
similarly be written in terms of initial values of the dependent variable y(t,) and an
appropriate formal integral exactly like what we did for integrand function in equation

(2)

of (t,(s))
dy

of (z.y (&) F (0 [9f(z.y() d
= %f(s,yao)) + | (E [%f@ﬂv))l%) dv

f(s.¥(s))

_ af(T;;(tO))f(S,y(to)) +f (% [%f;(”))f(s,y(v))] f(v,Y(V))> dv

Equation (6)

Substituting Equation(6) in the second order formal integral in equation (5), we can
write as

y(®) = y(eo) + [} f(r.y(ed)dr + [} [T LD (5, y(5))ds dr = y(zo) +

i fry(e)dr+ f) [T LD (s, y(e,)) ds dr +

ffo NN <i [%yv)) £(s, y(v))] f(v, y(v))) dv ds dr Equation (7)

o\ dy

In the equation (7), the first order and second order integrals can easily be evaluated at
initial values y(t,) while the third integral has to be taken in the formal sense and we
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can continue to expand these integrals in a series of iterated integral terms evaluated at
initial values of the dependent variables y(z) = y(t,)

Equation (7) is a formal solution to Equation (1) while equation (5) and equation (2) are
also formal solutions to the equation (1). The formal solution in equation (2) is very
difficult to evaluate as such. However the first term in the formal solution in equation
(5) can easily be calculated as the dependent variable is evaluated at its initial value
while the last integral has to be taken in the formal sense and would be difficult to
evaluate. Again the first two terms in the formal solution in Equation (7) can be easily
evaluated as the dependent variable there is calculated at y(t0) and the last third term
has to be considered in the formal sense. We can find infinite number of formal
solutions equivalent to Equation(2) and equivalent to each other where n number of
terms (n is an arbitrary positive integer) have been evaluated at y(¢,) and final n+1 th
term has to be understood in formal sense and could not easily be evaluated in general.
We hope to choose a formal solution in which enough number of terms have been
evaluated at y(t0) so that the last term which is considered in formal sense and cannot
be evaluated has negligible value. Of course, like many other series, this may always not
be the case.

Itis interesting to notice intuitively how the upper limits of the inside integrals go to
time in each outer integral so as the higher indirect derivative in inner integrals make a
contribution to lower indirect derivatives only till running time in successive outer
integral.

2. Solution to First Order ODEs

We find the solution to General first order Ordinary Differential Equations given as

dy
E:f(tyy)y tZO! y(tO):yO
Equation (8)

We suppose that function f in the equation above is sufficiently well behaved and
satisfies the usual regularity conditions.

Integrating Equation (8), we get the formal solution of the ordinary differential equation
as




y(t) = y(to) + ftto f(r.y(x))dr  Equation (9)

Following the earlier discussion in section (1) and the equation (7), we write the first
four terms of the solution as a series in the Equation (10) below. The first three terms in
the series are evaluated at initial values of the dependent variable y(t) = y(t,), while
the last term is an integral containing forward values with respect to the dependent
variable and can similarly be expanded to arbitrary order in the form of terms
containing only the initial values of the dependent variable. When integrating these
iterated integrals, we have to be careful because independent variable in the integrals
changes in each of the iterated integrals when the first derivative of the Ordinary
differential equation with respect to the dependent variable y(7) has explicit
dependence on the independent variable.

() = y(to) + f (2, y(to))dz + f f (%[f(r,y(to))]f(s,y(to))>ds dr

" ft: fto fto (% [% [/ (7)) (5. ¥e)) | £ (u,y(to))> du ds dr

+ ft : ft 0 ft 0 ft : (% [% [% [f (. y o)) £ (s, y(to))] f(u, y(to))] f(v, y(to))> dv du ds dv

+ higher order terms
Equation (10)

We can continue to expand the above equation to any higher order containing terms
depending on initial values of the dependent variable.

When the first order ordinary differential function f(t, y(t)) has no explicit dependence
on t, we can write equation (10) above as

t t T a
V(O = y(to) + j F(y(t0))dr + j j <@[f(y(to))]f(y(to))>dsdT

" L: L: L: (i [(:_y [Fe)]) £ (Y(to))] f (y(to))> du ds dr

ay




«f [ [ [ (aa—y [aa—y [aa—y FOe]F ()] )] f(y(to))> e e

+ higher order terms
Equation (11)

Since all coefficients in the first three terms are evaluated at y(z) = y(t,), we can write
the simple solution to Equations (7) and (8) expanded as

y(t) = y(ty) + y(to)f dr + (% [f(y(to))]f(y(to))>f f ds dt

d

+ (— [(aa—y rOE)]) 1) f(y(to))> j j J :du ds dv

ay

+ (aa—y 35 35 G| r o)) f(y(to))> | [ ][ avtuasar

+ higher order terms

Equation (12)
Example 1.

Use Equation (11) to solve the initial value problem
% = f(y(t)) =y, to =0, y(t,) =y, Equation (13)
Evaluating second term on RHS in equation (12) having one integral

f (%)) f:dT = y(to) foth = Yot

Evaluating third term on RHS in equation (12) having two iterated integrals

tZ

Evaluating fourth term on RHS in equation (12) having three iterated integrals




(G roem) roen] roe) j j 0 j du ds dt = y(to) j j jt:dudsdmyoﬁ

Putting these coefficients in equation (12), we get the expansion for exponential
function multiplied by the initial values for the first three terms as

1 1
y(t) =y + yot + E}’ot2+-g3’0t3 +

Example 2.
Solve the initial value problem

% =f(y@®) =1+y?% y(0)=y, Equation (14)
Evaluating second term on RHS in equation (12) having one integral
t t
FOG) | dr=(1+y?) | o=y
to 0
Evaluating third term on RHS in equation (12) having two integral
a t r7T t r7T 1
(@[f(y(to))]f(y(to))) j 0 j ds dr=2yo(1+,7) jo jo ds dr =5 (2y0(1+ %)) 2
Evaluating fourth term on RHS in equation (12) having three integral
a T S
Gl roem) roen]roe) [ [ [ aasa
T S t3
=2(1+ 3y,3)(1 duds dt = 2(1 + 3y,?)(L + o) —
a+aarn [ [ [avasar=2a+ 370+ 700
Evaluating fifth term on RHS in equation (12) having four iterated integrals
a a a t rT S ru
a3 L3y Gy V@) 1O s fo) | [ [ [ av awdsae
t T S u
= 8(2y, + 3y,°) (1 + y,° dv dudsd
2y + 3y0°)( +yO)JoJoJoJo v dudsat

=i (8(2}’0 + 33’03)(1 + }’02)) t*

t3




Similarly Evaluating sixth term having five iterated integrals following the last term in
equation (12)

(ay [ay [ay [(ay [F&e]) F )| Fea))| £ e f(y(to))) f f ' f ’ f " f ’ hw dv dv duds de

= 8(2+15y,"

t T S u v
+15y04)(1+y02)fffffdwdv dv du ds dt

= 755 (8(2+15 30" + 153,*)(1 + 3,7) ) £°

Putting these coefficients in Equation (12), we get the expansion for integral of
differential function and the first five terms are given as

1 1
y(t) =y, + (1 + }’oz)t + > (2}’0(1 + }’02)) t? + - (2(1 + 33’02)(1 + }’02)) t3
1 1
* oo (8(2y0 +3y0)(1 + yoz)) t4 + —( (2+15 y,% + 15 y,*) (1 + yo )) £5 + o
Equation (14A)

We can recognize a simpler problem whose solution is known if we recast the initial
value problem as

d
d_i/ =fly@®) =1+y% y(0)=y,=0
We can recognize that = = 1 + (tan(t))? = (sec(t))? = - [tan(t)]

3 5
Resulting in solution y(t) = tan(t) =t + % + 21L5 + ...

Which can be verified by substituting y, = 0 in Equation (14A).
Example 3

Solve the initial value problem

- = f( (t)) y(t), y(0) = y,, to = 0 Equation (15)

Vt

Using Equation (16), we calculate the values of coefficients in terms of initial values.
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Evaluating the first term in equation (10) having one integral

f f(z,y(to))dr = f Y0 4t = 2yt

Evaluating the second term in equation (10) having two iterated integrals

ft ft [f (z. y(ta))1f (5, (t0))ds dr = f f a4} ds dr
= 2y,t

Evaluating the Third term in equation (10) having three iterated integrals
f f f f(T y(ta))f (s, y(to))] f(u, y(to))du ds dr
to Yto to

1 1y, 4
= — ——duds dt = tis
fff V7 V5 Vi 37°

Evaluating the fourth term in continuation of equation (10) having four iterated
integrals

ft: ft: ft: f:% [% [% [f(T’y(to))]f(S,y(to))] f(uJ’(to))] f(v,y(to))dv du ds dr

ftfff L2 % g dudsdr =2y
= — —=—=—=dvdudsdt =3y

0o 7o Jo VT Vsvuv 37°
So we calculate the first few terms of the solution as

4 2
(€)= yo + 2yoVE + 2yt + Zyot™S +Zypt? +
Where the analytic solution is known to be

y(t) = yoexp(2vt)

We can see that our series solution we found is indeed Taylor expansion of the closed
form solution above.
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Mathematica Program for Symbolic Computing of the Solution of First
Order Ordinary Differential Equations.

Here we give the mathematica code for a general nth order ordinary differential
equation and show it in a few examples how to use it for symbolic solution of 1° order
ordinary differential equations. We write the mathematica notebook commands in the
serial order.

Example 4:
We solve the following initial value problem using mathematica code

dy(t)
dt

=ty(t)? —ty(t), y(t,)=.5, to =0;

Equation (16)

1. Clear[t,y,Zi,Wi,Yi,Y,y0,i,i1,p,n,ZAns];

2. n=1;

3. Array[y,n+ 10],

4. y[1]:= ty[0]"2 — ty[O];

5. Array[y0,n,0];

6. yO[0] = .5

7. p=10;

8. Y:=yO0[0];

9. For[k=1k<nk++Y =Y +y0[k] * t"k/k']
10. Array[Zi,n +p — 1,0];

11. Array[Wi,n +p —1,0];

12. Array[Yi,n+p — 1,0];

13. Array[ti,n +p — 1,0];

14. Zi[n] = (y[n]/.t - ti[n]);

15. For[i=n,i<p+n-1i++ (Zi[i+1] =0;

For[k = 0,k < n,k + +, (Zi[i + 1] = Zi[i + 1] +
DIZi[i], y[k]] * ([k + 1]/.t > ti[i + 1])); 1); I;

16. For[i=n,i <p+n—1,i ++,(Wi[i] = Zi[i] ;For[k = 0,k < n, k + +,(Wi[i] =
(Wilil/. y[k] = YOLKI)I)I:
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17.

18.

For[i=n,i<p+n-—1i++ (Yi[i] = Wi[i];For[il=i,il>1il—— (Yi[il-1] =
Integrate[Yi[i1], {ti[i1],0, ti[i1 — 1]}D];Y = Y + (Yi[0]/.ti[0] - ©);)];
ZAns = Collect[Y, t, Simplify]//PolynomialForm[#, TraditionalOrder — False]&

Here is the Output of the program which completely agrees with the series expansion of
the closed form solution of equation (16).

Y=0.5 — 0.125¢t2 + 0.0026041666666666665t° — 0.00006510416666666667t1° +
0.000001646980406746031t'* — 4.171273905974426 x 10~ 8¢18

Here is the line by line explanation of the mathematica code.

Command 1 is used to clear the variables from memory so previously stored values
would not affect outcome of our program.

Command 2 describes the order of the ordinary differential equation. In the case of first
order ODEs, n=1.

In command 3, we define the array of n+1 variables representing derivatives of various

orders of the dependent variable in the nth order ODE. Here y[0] describes y[t] while
y[1] describes the first derivative dZ—(tt) of dependent variable while y[n] describes the
nth order derivative of dependent variable with respect to the independent variable.
In command 4, we specify the ODE to solve. In our case this is ODE in Equation().

In command 5, we define the array of n initial values for the nth order ODE.

In command 6, we specify the numerical initial values of the array defined in previous
command 5.

In command 7, we specify the number of iterated integral terms to include in the series
solution to the nth order ODE.

In commands 8 and 9, we assign initial values to the solution variable.

In commands 10 to 13, we define the array variables for symbolic computations in the
following loops.

In commands 14 and 15, we find the terms inside the integrals before integration is
carried out.

In command 16, we assign numerical initial values to the integrands for various iterated
integral terms calculated in command 15.

In command 17, we carry out the integrations and continue to add the results of each
iterated integral term to the solution variable Y.

In command 18, we simplify and arrange the solution in ascending powers of
independent variable t.
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3. Solution to Second Order ODEs
We find the solution to General second order Ordinary Differential Equations given as

d?y
Tz =y y), 620 y(t) =yo ¥'(t) =0
Equation (17)
We suppose that function f in the equation above is sufficiently well behaved and
satisfies the usual regularity conditions.

Integrating Equation (18), we get the formal solution
t rs

Y0 = y() + Y )~ t) + [ [ Fey@.y @)z as
to Yto

Equation (18)

The differential function in the second order ODE takes three arguments in general. We
evaluate the dependent variables in the original integrand function in Equation (18) at
initial values of the dependent variables and add more (integral) terms that integrate
the evolution of derivatives of the original integrand function with respect to dependent
variables along the independent variable so that sum of all the terms equates with the
integrand in equation (18). We expand the integrand function in equation (18) as

flry@,y' () = f(z,y(t0), y'(t0))

“of(r,y(u),y'(w)) dy(u) “of (r.y(u),y' (W) dy' (w)
* fto dy du du+ fto ay' du du

Equation (19)

We repeat the above expansion trick on the integrands of both integrals on the right
hand side of equation (19). Expanding the first term, we get
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of (r.y(u),y' (w)) dy(u)
dy du
_ af(T,}’(to)l}”(to)) dy(to)
- dy du
+J f(z,y(),y' ) dy(u, y(v),y'(v))] dy(v)
t 0Y dy du av
+J” f (. y(@),y' @) dy(u, y(v),y' ()] dy' (v)
¢, 0Y' dy du v

Equation (20)

last of the formal first order integrals in equation (19) can further be expanded as

o (0y.y' W) dy' @) _ of(£.y@.y'W) 1 oy iy

ay’ du oy’
_ af(T,}’((;(;),y'(to)) f(u,y(to),y’(to))
af (r,y(w), y' (v)) dy@)
I e e R CRO)
“ af(T y(v),y (v)) dy’ (v)
o[ | P vy )|

Equation (21)

We substitute equations (20) and (21) in equation (19) and later substitute equation
(19) in equation (18) to get the new equation as
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ﬂo:ya@+yaoa—%ry[ff@ya&yﬂawr@

f f f’af(f (o), y' (£)) d);(zio)

+ ftfs f‘f af(T,y(tO)’ay’(tO)) f(u,}I(to),y,(to))du dr ds

ﬁlllﬁxﬂw@ywwﬁwﬁfw

ft: ft: ft: fto -~ laf(r y(@),y' (v)) d};(li()) dydiv)

ftfs fr f [af(r y(v) y (v)) dy'(u,y(w),y'(v)) dy(v)
to Jto Sty Jiy 0¥

dudrt ds

du dv
ftfsf f of (z, y(v) y' () dy'(wy(),y' )] dy' ()
t It by Jtg ay du dv dv

Equation (22)

Substituting initial values and also expanding one level further, we get the expression

y(t) = yo + yo(t — to)+
= [ [ 1.y @) as

[ [ L (ool

2 [f (7. (o), y' (&) ] f (. y (o), y’(to))> du dr ds

ay’
+ L t Jt ’ Jt ' Jt ' (aa_y aa—y[f (7. ¥(t0), ¥ (t)) ]y (to)
9 ]y,(to)

9
5y L5y 1/ (270 y )]y (to)

+ 6(;’ [f (7. ¥ (o), y' (t0))]f (e, ¥ (to), y’(to))] f(v.y(to), y’(to))> dvdu dr ds

Equation Continued on next page.
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t s T uwvw

[ []] j (aa—y[aa—y aa—y[f(r,y(to),y'(to))]y’(to>

to to to to to

0
ay’

—+

IR ERICORLCY)]

—+

d
PR [f (7. y(50), y' (t6)) ]y (o)
[f(‘l', y(to),y’(to))]f(u,y(to),y’(to))] f(v.y(to).y’(to))] y'(to)
drad d
[@ [@ [f(Tn}’(to)ly'(to))]y'(to) + [f(Tl}’(to)ly'(to))]f(ul}’(to)ly’(to))] y'(to)

ay’
d
[5G ey )y o)

ay’
0

ay’
d

ay’
d

ay’

a(z,, [f(‘r, y(to), y’(to))]f(ul y(to), }"(to))] f(vl y(to), y’(to))] f(W, y(to), y’(to))> dw dv du dt ds

+ higher order terms

—+

—+

—+

—+

Equation (23)

16



Example 5

Consider the 2™ order initial value problem given as
y'=fley@y'@)=-2y'-y, y@=y=1 y0)=y=1
Equation (24)

Evaluating the second order iterated integral term in equation (23) having two iterated
integrals

t s 2 g
J Jf(Tl}’(to)ly'(to))d‘rdsz(—zy(’)_yO)Ez .

Evaluating the third order iterated integral term in equation (23) having three iterated
integrals

t rs T 0 0
[ ] 3oy @y + 5 [yt el (o), e)du dr ds
t3 3 483

= _}’(’)E—Z(—ZY(’)_Yo)EzT

Evaluating the fourth order iterated integral term in equation (23) having four iterated
integrals

t rS T ru aro 0
[T eyl e+ vy @)y @)y

9
ay’
6(;’ [f (7. (o). y' (to)) | f (w. y (o), y’(to))] F(v,y(to), y’(to))] dv du dt ds

—+

0
[5Gy )y o)

—+

| t* , t* , t* =7ttt
= 0+23’0ﬂ_ (—2}’0_}’0)ﬂ+4(—23’0_3’0)ﬂ= 52

We now get the solution as

O =1+t 3t2+4t3 7t4’+
Y= 2 3 24
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Example 6
Consider the 2™ order initial value problem given as

y'=fty@.y'(@®)=-2yy, y(0)=y,=0  y(0)=y;=1
Equation (25)

From the general solution expansion given in Equation (23), we calculate the coefficients
of the first few terms as

t rs t2

f (@, y0,y0)dz ds = (=2y0y0) 7 = 0

to Yto

Evaluating the third order iterated integral term in equation (23) having three iterated
integrals

t S T a a
fto fto fto @[f(f, Yo, ¥0)1y' (&) + a—y,[f(T, Yo, YoO)If (W, yo, yo)du dt ds
3 3 3

t t
= (—2}’62) 3 + (—=2y0(—2y4¥0)) 3 = - 3

Evaluating the fourth order iterated integral term in equation (23) having four iterated
integrals

S o b 1 |55 @yo vyt + 5 L (2 30, v (s o v6) | v +

5}

i % [f (7. 0. yo)lyo + % [f(T,yo,yé)]f(u,yo,yé)] f(v,yo,y(’))] dvdudrds =0+

2y t*
(8y0¥0) ”

Evaluating the fifth order iterated integral term in equation (23) having five iterated
integrals
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[T

to to to to to

d
= [a_ [/ 50yl + 55 1 0, 7 Gt )|y

b [ Db+ 5 T 0 3 030 £, 038
b o o U T+ 5 TG0 300 030 o
b [ U
yolf (W, yo, yé)] f @, o, yé)] f(w,y(to), y’(to))] dw dv du dr ds
. s . .
=0+ (8y;*) @ +8y5") 155+ (-2470°¥0") @ + 0+ (16y0y0(=2y0¥0)) 755

t5 t5  2¢t°
’ ’ 3
+ (16y0y0(—2y0Y0)) === 120 + (=8y0°(=2y0¥0)) 75= 120 15

By continuing the expansion for another two terms, we can verify the next term in
t7

expansion as
315

And we get the first significant terms of the solution as

2t5  17t7
+

l'3
=t ——4= _ -
y(t) t 3 15 315
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Mathematica Program for Symbolic Computing of the Solution of Second
Order Ordinary Differential Equations.

Here we give the mathematica code for a general nth order ordinary differential
equation and use it in examples for symbolic solution of 2nd order ordinary differential
equations. We write the mathematica notebook commands in the serial order.

Example 7

We consider the 2" order initial value problem of Poisson-Boltzmann Ordinary
Differential Equation given as

I —

2
y'=——y'+er, y0)=y=0 y(©@=y=0
Equation (26)

Before we proceed towards application of method of iterated integrals, we have to
transform the equation into suitable form. We multiply both sides of the equation by x?
and use the transformation x = e® to get the new ODE suitable for application of our
method. The transformed ODE is given as

The initial limits x = O for independent variable change to t = —oo,

y'(t) = —-y'(t) —e*e?, y(—x0)=y,=0, y'(-0)=y;=0
Equation (27)

We have used the following mathematica code to solve the transformed Ordinary
differential equation.

The code format used to solve the above transformed equation (27) is exactly the same
as we used for the solution of first order ordinary differential equation in example 4.
Since the general code is the same, we will only comment on the differences between
the code in example 4 and example 7 here. In command 2, n =2 for 2" order ordinary
differential equations. Command 4 that specifies the ODE is of course unique to each
ODE and takes input from transformed equation (27) above. Commands 6 and 7 are
different since they specify the unique initial values. Rest of the program is the same but
in command 18, we have specified lower integration limit to -co as in our transformed
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problem and later we replaced the transformed variable back to log(x) in the same
command 18.

1.Clear[t,y, Zi,Wi,Yi,Y,y0,i,il,p,n, ZAns];

2.n=2;

3. Array[y,n + 1,0];

4.y[2]: = —y[1] — Exp[2t]Exp[y[0]]

5. Array[yO,n,0];

6. yO[0] = O;

7.y0[1] = O;

8.p = 11,

9.Y:=y0I[0];

10.For[k =1,k <n,k++,Y =Y +yO[k] * t"k/k!]

11. Array[Zi,n +p — 1,0];

12. Array[Wi,n +p — 1,0];

13. Array[Yi,n +p — 1,0];

14. Array[ti,n + p — 1,0];

15. Zi[n] = (y[n]/.t - ti[n]);

16.For[i=n,i<p+n-1i++ (Zi[i+1] =0;For[k =0,k <n,k++,(Zi[i + 1] =
Zi[i + 1] + D[Zi[i], y[k]] * (v[k + 1]/.t - ti[i + 1])); D; I;

17.For[i=n,i <p+n-1,i ++, (Wi[i] = Zi[i];For[k = 0,k < n,k + +,(Wi[i] =
(Wili]/.y[k] = yO[kI)I)];

18. For[i =n,i <p+n-—1,i ++, (Yi[i] = Wi[i];For[il =i,il > 1,i1l — — (Yi[il—- 1] =
Integrate[Yi[il], {ti[i1], —Infinity, ti[i1 — 1]}D];Y = Y + (Yi[0]/.ti[0] — Log[x]);)];
19. ZAns = Collect[Y, t, Simplify]//PolynomialForm[#, TraditionalOrder — False]&//N
Here is the output of the program.

y(x) = —0.166748046875x2 + 0.00837397575378418x* — 0.0005844226971466246x°
+0.00007462808134133924x2 — 0.000014826597990813078x1°
+0.000001271565755208333x 12

Adding a few more integral terms in the expansion would continue to add accuracy.
The true solution to eighth power is given as

y(x) = —0.16666666666666666x2 + 0.008333333333333333x*
— 0.0005291005291005291x° + 0.000009798157946306094x8

21



Example 8

Consider the 2nd order initial value problem of Ordinary Differential Equation given as

y'=@')Y-y*+et, y0)=y,=1 y'0)=y,=1
Equation (28)

We have used the following mathematica code to solve the above non-linear Ordinary
differential equation.

1.Clear[t,y, Zi,Wi,Yi,Y,y0,i,il,p,n, ZAns];

2.n=2;

3. Array[y,n + 1,0];

4.y[2]: = y[1]? — y[0]* + Exp[t]

5. Array[yO,n,0];

6. yo[0] = 1;

7.y0[1] = 1;

8.p = 10;

9.Y:=y0I[0];

10.For[k =1,k <n,k++,Y =Y +yO[k] * t"k/k!]

11. Array[Zi,n +p — 1,0];

12. Array[Wi,n +p — 1,0];

13. Array[Yi,n +p — 1,0];

14. Array[ti,n + p — 1,0];

15. Zi[n] = (y[n]/.t - ti[n]);

16.For[i=n,i<p+n-1i++ (Zi[i+1] =0;For[k =0,k <n,k+ +,(Zi[i + 1] =
Zi[i + 1] + D[Zi[i], y[k]] * (y[k + 1]/.t = ti[i + 1])); D: ];

17.For[i=n,i <p+n-1,i ++, (Wi[i] = Zi[i];For[k = 0,k < n,k + +,(Wi[i] =
(Wilil/. y[k] = YOLKI)I)I:

18. For[i =n,i <p+n-—1,i ++, (Yi[i] = Wi[i];For[il =il > 1,i1l — — (Yi[il—- 1] =
Integrate[Yi[i1], {ti[i1], 0, ti[il — 1]}])]; Y = Y + (Yi[0]/.ti[0] - ©);)];

19. ZAns = Collect[Y, t, Simplify]//PolynomialForm[#, TraditionalOrder — False]&

The long answer we get is given below:
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—4207309314083 + 4209642036000¢e¢ + 6494418000e% — 93036880003t + 555217875e%t + 612982085

Y(t) =
® 139968000
61754916511 71864e" . 29543¢%t 71173t . 5465 - 32404819 . 130171et 3797e%
9331200 3 48 243 13824 )+ ( 38880 18 32
4091e3t  677e* 2 (11159501 — 27474336t + 1920024¢%t — 85152¢3%)¢t3
972 1152 15552
. (369949 + 107676¢et — 1404¢2t — 368¢3%)t* . (195749 — 64584¢t + 15426¢%t)t5 . 5957 176e* . 972t .6
1296 2160 270 15 144 )
. 529 739e! 4 (—262 +257¢%)t® 3803t° 1627¢10 28927t
(140 630 2520 9072 10080 1247400

Using Mathematica, we expand each of the exponentials in the body of above solution
expression as their own series in t and then simplify to get the answer as
t2 t3 ot ¢S to t? t8 t? 585721t1° 1627t 28927¢11

YO)=1l+t+—+—+—+—+—+ + + + — —
2 6 24 120 720 5040 40320 362880 3628800 10080 1247400

We recognize the first nine terms as the expansion of et which is the solution of the above
differential equation with given initial values. The three highest order terms would also change
to exponential series solution if we increased the order of expansion but, as always with the
series, we would have to be careful with some of the highest order terms since they could
change further when the expansion order would increase.
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5. Solution to nth Order Ordinary Differential Equations

The solution to nth order ordinary differential equations is very simple and follows
intuitive from our approach to the solution of second order differential equations.
Exactly following the logic for the solution of second order ODEs, we write the integral
equation of Nth derivative. Here all derivatives of order less than Order N present in the
integral equation would be dependent variables.

Mathematica Program for Symbolic Computing of the Solution of Third
Order Ordinary Differential Equations.

Here is the initial value problem for the third order ordinary differential equation where
we use our general n-order ordinary differential equation solution code.

Example 9

The IVP is stated as

y" = —(t* =2t +5)y" — (t — 8)y' + 4y,
y0)=y,=1  y'(0)=y;=0  y"(0) =y, =0
Equation (29)

Here is the mathematica code in text format following which the solution is given.
1.Clear[t,y, Zi, Wi, Yi,Y,y0, 1,11, m,n, ZAns];
2.n=3;

3. Array[y,n +1,0];

4.y[3] :=-(t"2-21+5) y[2] - (t-8) y[1] + 4 y[O];
5. Array[y0, n, 0];

6.y0[0] = 1;

7.y0[1] =0;

8.y0[2] =0;

9.p=10;

10.Y :=y0[0];

11.For[k =1,k <n,k++,Y =Y + yO[K]*t"k/k!]
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12. Array[Zi,n+p-1,0];
13. Array[Wi,n+p-1,0];
14. Array[Yi,n+p-1,0];
15. Array[ti,n+p-1,0];
16. Zi[n] = (y[n] /.t -> ti[n]);
17.For[i=n,i<p+n-1,i++, (Zi[i + 1] =0;
For[k =0, k <n,k++, (Zi[i + 1] = zi[i + 1] + D[Zi[i], y[K]]*(y[k + 1] /. t -> ti[i +
1D):DI:
18.For[i=n,i<=p+n-1, i++, (Wi[i] = Zi[i];
For[k =0, k < n, k++, (Wi[i] = (Wi[i] /7. y[K] -= yO[KI)1)]I;
19.For[i=n,i<=p+n-1i++, (Yi[i] =WiI[i]; For[il=1,i1>=1,i1--, (Yi[il-1] =
Integrate[Yi[i1], {ti[i1], O, ti[i1 - 1]}D];
Y=Y+ (Yi[0] /. ti[0] -> 1)))];
20. ZAns = Collect[Y, t, Simplify] // PolynomialForm[#, TraditionalOrder -> False] &

The first ten terms of the solution are given as

2t3  s5t*  37t5  13t%  488t7  15217t®  3527t° 346613t1°
Yt)=1+———+ — + — + —
3 6 30 9 315 10080 2592 302400

Example 10

The non-linear IVP is stated as

yIII — .5yyll
y(0)=0, »'(0)=0  y"(0) =y
Equation (29)

Here is the mathematica code for the solution of initial value problem in equation (29)
in text format following which the solution is given.

1. ClearAll[Z,t,y, Zi, Wi, Y1,Y,y0,i,11,p,n, ZAns]
2. n=3;

3. Array[y,n+1,0];

4. y[3]:= .5y[0]y[2];

5. Array[y0, n,0];

6.y0[0] = O;

7.y0[1] = O;
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8. p=15;

9.Y:=y0[O0];

10. For[k = 1,k < n,k ++Y =Y +yO[k] » -]

11. Array[Zi,n+p-1,0];

12. Array[Zi,n+p-1,0];

13. Array[Wi,n+p-1,0];

14. Array[Yi,n+p-1,0];

15. Array[ti,n+p-1,0];

16. Zi[n] = (y[n] /.t -> ti[n]);

17.For[i=ni<p+n—-1i++,(Zi[i+1] =0;For[k =0,k <n,k+ +, (Zi[i + 1] = Zi[i +
1]+ DIZi[i] y[K]I] * (y[k + 1]/.t = ti[i + 1])); D; I;

18. For[i=n,i<p+n—1,i++, (Wi[i] = Zi[i]; For[k = 0,k < n,k + +, (Wi[i] =
(Wili]/.y[k] = yO[KI)I)I;

19.For[i=n,i<p+n-—1,i++,(Yi[i] = Wi[i]; @For[il =i,i1 > 1,i1l — —, (Yi[il - 1] =
Integrate[Yi[i1], {ti[i1],0, ti[i1 — 1]}D]; BY =Y + (Yi[0]/.ti[0] — t);)];

20. ZAns = Collect[Y, t, Simplify] // PolynomialForm[#, TraditionalOrder -> False] &

The solution is given in terms of arbitrary values of yO[2] which agrees with the series
solution of the Ordinary differential equation (29). y0O[2] is defined as the initial value of
the second derivative in the third order ODE problem.

Y(t)=0. + 5 t?y0[2] + 0.004166666666666667¢5y0[2]* +

0.00006820436507936508t8y0[2]* + 0.00000117431758056758t 11y0[2]* +
1.999996187124163 x 108t 14y0[2]° + 3.353661721712716 x 10-10t17y0[2]°

26



6. Solution to System of Differential Equations using the method of
Iterated Integrals

Let us write the problem of a system of two first order differential equations with initial
conditions. Here we do not present any theoretical considerations regarding existence
of solutions, stability of the system or any other theoretical considerations. We merely
try to present a problem that can solve large non-linear systems that are sufficiently
well-behaved. Let us consider a system of two first order equations given below.

y' =fy@) u@), ()=
u' =g(r,y(@),ulr)), ulty) =u, Equation (30)

Just following the logic of the method of iterated integrals as given for the first and
second order ODEs, | will write the first few iterated integrals terms of the solution to
each dependent variable in the system of two first order differential equations. Since in
general each variable in the system of two first order equations depends upon both
variables in the system, we have to differentiate each of the differential equations with
respect to both variables and then convert everything into derivative with respect to
independent variable using both differential equations posed in the problem while
evaluating each dependent variable in the solution of iterated integrals conveniently at
its initial value.

y(t) = y(to) + f(r, y(to), u(ty)) dt
Jt Jt = [f (7. y(to), u(to))1f (s, y(to), u(to))
[f(r ¥(to). u(to))1g (s, ¥ (to), u(to))) ds dr
Jt Jt Jt —[—[f(r y(to), u(to)]f (s, ¥(to), u(to))
+ % [f (7, y(to), u(to))1g (s, y (to), u(toN1f (v, y(to), u(to))> dvdsdr
t T rS a a
+Jf Jf L (%[@V(T'Y(to)lu(to))]f(s, y(to) u(to))

0
+ o [ @y (o) uto)]lg (s, y (to), u(to))1g (v, y(to). u(to))) dvdsdt
+ higher order terms
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u(t) = u(t) + f g9(t,y(to) , u(ty)) dr
+ ft t ft (% [9(z, y(to) , u(to))] £ (s, y(to) . ulto))
d
+ [g(r y(to) , u(to))]a(s, y(ty) . u(to))> ds drt
f f f _[_ Lg(z,y(to0), u(to))1f (s, ¥(to), u(to))
+ [g(r u(to))1g(s, y(to), u(to))1f (v, y(to), u(to))> dvdsdt

fto fto fto ﬁ[@ Lg (T y(to), u(to))1f (s, y(to) u(to))

+ @ Lg(7, y(to) u(te))1g (s, ¥(to), u(to))1g (v, y(to), u(to))) dvdsdr
+ higherOrderintegralterms

Equation (31)

Systems of large number of equations and systems of higher order differential equations
can also be very easily solved by simple algorithms using symbolic computing as we give
a general program for the solution of systems of m equations each having their own
order of the highest derivative.

Mathematica Program for Symbolic Computing of the Solution of
Systems of Arbitrary Order Ordinary Differential Equations.

Let us try to solve a system of three second order non-linear ordinary differential
equations using our very general mathematica code. The system of ordinary differential
equations is given as

Example 11

yi ==-51)*-yi, »0)=0  y(0)=2
v, = =503 —yiy; =¥ ¥.(00=0, y,(0)=-3
==(3)> —y1ys—¥2¥s —y3  ¥3(0)=0,  y3(0)=-2
Equation (32)
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The problem without particular initial values is discussed as example 1 in [2] ,where the
solution is given as

2(c5+c6e)
c3+cdet

ys = In[ ]

Equations (33)
Here is the mathematica code for systems of ordinary differential equations of arbitrary
order in text.

1.Clear[t,y, Zi, Wi, Yi,Y,y0,i,i1, I, m, n, p, j, K, p, ZAns]

2.m=3;

3. Array[n, m, O];

4.n[0] =2;

5.n[1] =2;

6.n[2] =2;

7.nmax = 2;

8. Array[y, {m, nmax + 1}, {0, 0}];

9.vy[0, 2] :=-5Yy[0, 1]*2 - y[O, 1];

10.y[1,2]:=-5Vy[1,1]"2-y[1, 1] y[O, 1] - y[1, 1];

11.y[2, 2] :=-y[2,1]"2 - y[1, 1] y[2, 1] - ¥[O, 1] y[2, 1] - y[2, 1];

12. Array[yO0, {m, nmax}, {0, 0}];

13.y0[0,0] =0;

14.y0[0, 1] = 2;

15.y0[1,0] =0;

16.y0[1, 1] =-3;

17.y0[2,0] =0;

18.y0[2, 1] =-2;

19. Array[Y, m, O];

20.For[j=0,j<m,j++, (Y][j] :=yO[j, O];

For[k =1, k <n[j], k++, Y[j] = Y[j] + yOI[j, K]*t"k/K'];))]

21.p=10;

22. Array[Zi,{m, nmax + p - 1}, {0, 0}];

23. Array[Wi, {m, nmax + p - 1}, {0, O}];

24. Array[Yi, {m, nmax + p - 1}, {0, 0}];

25. Array[ti, nmax + p - 1, 0];

26.For[j =0, j<m, j++,Zi[j, n[i]l = (v, n[]] /. t-> ti[n[j]]);]

27.For[j=0,j<m,j++, (For[i=n[jl,i<p+n[j]-1,i++, (Zi[j,i + 1] =0;
For[k =0,k <m, k++, (For[l =0, | < n[K], I++,
(zi[j, i + 1] = zi[j, i + 1] + D[Zi[], 1], Y[k, N1*(y[k, 1+ 1] /7. t->ti[i + 2]D))DI1)DI]
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28.For[j=0,j<m,j++, (For[i=n[j],i<=p +n[j] - 1, i++, (Wi[j, i] = Zi[j, i];
For[k =0,k <m, k++, For[| =0, | < n[K], I++,
(Wi[j, il = (Wil i] /7. y[k, 11 -> yO[k, I1)11)D]
29.For[j=0,j<m,j++, (For[i=n[j],i<=p + n[j] - 1, i++, (Yi[j, i] = Wi[j, i];
For[il =1i,i1>=1, il--, (Yi[j, i1 - 1] = Integrate[Yi[j, i1], {ti[i1], O, ti[il - 1]}]D];

Y[l = YOI + (Yili, 0] 7. ti[0] -> t);)])]
30.For[j=0,j<m, j++,
(ZAns][j] = Collect[Y[j], t, Simplify] // PolynomialForm[#, TraditionalOrder -> False] &)]

Here is the output result of the above code.

Y[0]=2t — 2.t% + 2.t — 2.1666666666666665t* + 2.5t> — 3.005555555555555t° +
3.716666666666667t7 — 4.691765873015872t8 + 6.016699735449735t° — 7.812236552028217t1° +
10.246068121693122¢11

Y[1]= =3t + 2.25t% — 2.t3 + 2.15625t* — 2.5t° + 3.00625t° — 3.716666666666667t” +
4.691713169642856t% — 6.016699735449735t° + 7.812240823412698t1° — 10.246068121693122¢11

Y[2]= 2t — 2t%? — 2.5t® — 3.6666666666666665t* — 5.75t> — 9.380555555555555t° —
15.739583333333332t” — 26.96051587301587t8 — 46.91410383597883t° — 82.6557881393298t1° —
147.0983837632275t11

Which agrees with the series expansion of the solution equations (33) for the choice of
constants chosen to match the initial conditions.

Explanation of the Mathematica code for the solution of systems of
arbitrary order of ordinary differential equations.

Here is the line by line explanation of the mathematica code.

Command 1 is used to clear the variables from memory so previously stored values
would not affect outcome of our program.

Command 2 describes the number of equations in the system of the ordinary
differential equations of arbitrary order. In the case of our chosen example with three
equations, m=3.

Command 3 defines an array that would be used to store the order of each ordinary
differential equations. For m equations, this array has length m. n[0] stores the order of
first differential equation. n[1] stores the order of second differential equation so till
n[m-1] representing order of the last equation in system.
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Commands 4-6 specify the order of each ordinary differential equation in the system
one by one.

Command 7 describes the highest order of all the ordinary differential equations in the
system.

Command 8 defines a two dimensional array of variables that would specify the
equations in the system. The first index of each array would specify which ordinary
differential equation the variable inherently belongs and the second index would specify
the order of the derivative associated with the variable. Y[0,2] would specify that the
variable is a second order derivative of the variable associated with the first ordinary
differential equation in the system as indexing starts at zero.

Commands 9-11 define the three ordinary differential equations in our system.
Command 12 defines the array of initial values of the derivatives associated with each
ordinary differential equation in the system. This array would be populated in the
following commands 13-18.

Command 19 defines an m-dimensional array that would be used to store the calculated
solution of each of the ordinary differential equation in the system of m equations.
Command 20 initialize the solution array with initial values of the derivatives of each
equation.

Command 21 defines p as the number of iterated integral terms to solve for the series
solution to each equation.

In commands 22 to 24, we define the array variables for symbolic computations in the
following loops.

In command 25, we define the array that would be used as a variable of integration
changing in each loop. This array of variables of integration represents the variable of
integration used in the integration with respect to independent variable in the ordinary
differential equations.

In command 26, we assign first iterated integral towards the computation of the
solution of each equation in the system (of order m).

In command 27, we calculate the integrand for (iterated integrations to be done later)
each of the iterated integrals term one by one.

In command 28, we assign numerical initial values to dependent variables in the
integrands for various iterated integral terms calculated in command 27.

In command 29, we do the iterated integrations for the solution of each iterated
integrals term.

31



In command 30, we simplify the solution and arrange it in ascending powers of the
independent variable.
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