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Abstract—The diverse transmit powers of the base stations
(BSs) in a multi-tier cellular network, on one hand, lead to
uneven distribution of the traffic loads among different BSs
when received signal power (RSP)-based user association is used.
This causes under utilization of the resources at low-power
BSs. On the other hand, strong interference from high-power
BSs affects the downlink transmissions to the users associated
with low-power BSs. In this context, this paper proposes a
channel access-aware (CAA) user association scheme that can
simultaneously enhance the spectral efficiency (SE) of downlink
transmission and achieve traffic load balancing among different
BSs. The CAA scheme is a network-assisted user association
scheme that requires traffic load information from different BSs
in addition to the channel quality indicators. We develop a
tractable analytical framework to derive the SE of downlink
transmission to a user who associates with a BS using the
proposed CAA scheme. To mitigate the strong interference, the
almost blank subframe (ABS)-based interference coordination
is exploited first in macrocell-tier and then in smallcell-tier.
The performance of the proposed CAA scheme is analyzed in
presence of these two interference coordination methods. The
derived expressions provide approximate solutions of reasonable
accuracy compared to the results obtained from Monte-Carlo
simulations. Numerical results comparatively analyze the gains
of CAA scheme over conventional RSP-based association and
biased RSP-based association with and without the interference
coordination method. Also, the results reveal insights regarding
the selection of the proportion of ABS in macrocell/smallcell-tiers
for various network scenarios.

Index Terms—Two-tier cellular network, downlink user as-
sociation, interference coordination, channel access probability,
interference statistics, universal channel reuse, almost blank
subframe (ABS), spectral efficiency (SE).

I. INTRODUCTION

The deployment of low-power smallcells such as femtocells
and picocells over existing macrocell networks is considered
as a potential solution to boost the spectral efficiency (SE)
performance (in bits/sec/Hz) of next-generation cellular net-
works [1]. Such kind of cellular networks are commonly
referred as heterogeneous or multi-tier networks. The hetero-
geneity among different base stations (BSs) is due to their
varying coverage areas, diverse traffic loads, transmission
power limits, capital and operational expenditures [2] etc. The
diversity among different BSs breeds several new challenges
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that may significantly impact the SE performance. For in-
stance, due to diverse transmit powers of different BSs, most
users prefer to associate with the high power BSs with the
conventional received signal power (RSP)-based association
scheme. This results in the uneven distribution of traffic
load among different BSs and in turn underutilization of the
resources at low power BSs [3].

To tackle the traffic load balancing problem, biased received
signal power (BRSP)-based association (also known as cell
range expansion (CRE)) is considered as a potential solution
technique [4]–[6]. In such a scheme, an arbitrary bias is added
to the received signal power from low power smallcell BSs
(SBSs) that helps offloading more users from macro BSs
(MBSs) to SBSs. Nevertheless, the SE of transmission to
such users who associate to low-power BSs is affected by
strong interference from the MBSs and neighboring SBSs. As
such, interference coordination becomes mandatory to protect
the off-loaded users from strong cross-tier as well as co-tier
interferences. In this regard, almost blank subframe (ABS)-
based interference coordination (also known as enhanced inter-
cell interference co-ordination (eICIC)) [7] at MBSs and/or
SBSs is a recommended technique. However, the feasibility
and possible trade-offs of applying ABS in macrocell-tier or
smallcell-tier have not been investigated yet in a comprehen-
sive manner.

A. Related Work

A number of research works investigate the problem of
joint user association, interference coordination, and/or traffic
load balancing [4], [6], [8], [9]. CRE with fixed bias is
considered in [4], [6] for traffic load balancing. An optimal
proportion of ABS frames at MBS are derived by solving a
network-wide utility maximization problem [4] and a sum-
rate utility maximization problem considering full buffer and
non full buffer traffic types [6]. Another interesting work
to achieve traffic load balancing is [8] where centralized
and distributed user association schemes are proposed. The
algorithms however need to execute repetitively in order to
adapt with the network variations. To cope with this issue, low-
complexity signal-to-interference-plus-noise ratio (SINR) bias
and rate bias-based association criteria are recommended. The
SINR bias is obtained by a brute force search, and the best rate
bias is the optimal BS price determined by the BS load. Both
SINR bias and rate bias are same for all BSs in each tier. In [9],
the framework of [8] is extended to consider interference
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coordination. The long-term network wide utility is maximized
to find the optimal user association and proportion of blank
resources. The scheme is centralized and maximizes the utility
of all BSs and all users in the network.

Other research works focus on developing tractable math-
ematical frameworks to characterize the performance of CRE
with fixed arbitrary bias either without interference coor-
dination [10], [11] or with interference coordination [12]–
[17]. In [10], [11], the performance of CRE is analyzed by
deriving outage probability expressions. The SE performance
for the offloaded users is analyzed in [12] considering ABS
at MBS assuming that the distances between different users
and their nearest BSs are independent. This assumption is
relaxed in [13]. The outage probability and SE performances
for the tagged link are analyzed in [14] considering CRE,
ABS at MBS, and distributed antenna system. In [15], the
mean throughput is analyzed to suggest the proportion of
ABSs at the MBS and SBS given the BS placement statis-
tics and target throughput for a typical user. In [16], SINR
analysis is performed for resource partitioning in frequency
domain. In [17], SE performance is analyzed by taking into
consideration both CRE and eICIC at the MBS. Most of
the aforementioned optimized cell-association schemes exploit
significant knowledge of network information thus implying
considerable signaling overhead.

The studies dealing with the theoretical performance anal-
ysis focus mainly on BRSP-based association that selects
a static arbitrary bias value for all BSs of a specific tier.
Although BRSP based association is simple, an optimal bias
value needs to be calculated for different network scenarios.
The bias value is typically not unique for each BS and,
thus, cannot capture the traffic load conditions of different
BSs. Note that the traffic load may significantly differ among
various BSs of a specific tier. This traffic load imbalance, if
not taken into account, can deteriorate the SE performance of
an offloaded user (e.g., due to channel unavailability as well as
strong interference from high-power or nearby BSs and poor
link quality). Thus, there is a need to develop low-complexity
user association schemes that can enhance the SE performance
in the system by exploiting traffic load information in the
different BSs (in different tiers as well as different BSs in a
specific tier) in addition to the link quality information. Also,
the performances of such schemes need to be characterized
both in the presence of different eICIC schemes.

B. Contributions
This paper proposes a low-complexity channel access-aware

(CAA) user association scheme for two-tier downlink cellular
networks. In particular, a new user estimates its channel access
probability (i.e., the probability that a channel will be available
for this user) from different BSs and associates with a BS such
that the product of channel access probability and received
signal power from the BS is maximized. The proposed CAA
association scheme exhibits the following features:
• The channel access probability from a BS reduces with

increasing traffic load served by that BS. Thus, despite
high received signal power, a user may not select such a
congested BS.

• With the increasing number of incoming users, the CAA
scheme balances the traffic load among different BSs. The
channel access probability thus serves as a dynamic bias
towards a given BS regardless of which tier it belongs to.
This is different from the conventional BRSP in which a
higher bias is always allocated to low-power BSs.

• The CAA scheme reduces to RSP-based association if
channel access probabilities from all BSs turn out to be
similar. On the other hand, it reduces to traffic load-based
association if the received signal powers from different
BSs turn out to be similar.

We develop a tractable framework to characterize the perfor-
mance (in terms of SE [bits/sec/Hz]) of downlink transmission
to a user who associates to a BS using the CAA scheme. Two
different interference coordination schemes are exploited to
overcome the strong cross-tier and co-tier interferences from
MBSs and low-power SBSs, respectively, namely, (i) eICIC
scheme-A in which ABS is adopted at MBSs; (ii) eICIC
scheme-B in which ABS is adopted in specific number of
SBSs.

Numerical results demonstrate the performance gains of
CAA-based user association over conventional RSP-based and
BRSP-based user association schemes with and without inter-
ference coordination. Insights are extracted related to selecting
the proportion of ABS in eICIC schemes A and B and the
number of smallcells that can be allowed to operate in ABS
mode in eICIC scheme-B.

C. Paper Organization and Notations

The rest of the paper is organized as follows. Section II
describes the system model. In Section III, we derive the statis-
tics of the association metric for CAA scheme. In Sections IV-
V, we derive the statistics of received signal and interference
powers at a user who is associated to a BS using CAA
scheme considering eICIC Scheme A and eICIC Scheme B,
respectively. The SE is then derived in Section VI. Section VII
presents the numerical and simulation results. Section VIII
concludes the paper.

Notation: Gamma(κ(·),Θ(·)) represents a Gamma dis-
tribution with shape parameter κ, scale parameter Θ and
(·) displays the name of the random variable (RV).
KG(mc(·) ,ms(·) ,Ω(·)) represents the generalized-K distribu-
tion with fading parameter mc, shadowing parameter ms

and average power Ω. Γ(a) =
∫∞

0
xa−1e−xdx repre-

sents the Gamma function, Γu(a; b) =
∫∞
b
xa−1e−xdx de-

notes the upper incomplete Gamma function, Γl(a; b) =∫ b
0
xa−1e−xdx denotes the lower incomplete Gamma function

and Γ(a; b1; b2) = Γu(a; b1) − Γu(a; b2) =
∫ b2
b1
xa−1e−xdx

denotes the generalized Gamma function [18]. 2F1[·, ·, ·, ·]
denotes the Gauss’s hyper geometric function. Pr(A) denotes
the probability of event A. f(·), F (·), and M(·) denote the
probability density function (PDF), cumulative distribution
function (CDF), and moment generating function (MGF),
respectively. E[·] denotes the expectation operator. A list of
the main notations and their definitions is given in Table I.
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TABLE I
SUMMARY OF THE MAIN VARIABLES AND THEIR DEFINITIONS

Variable Definition
γm Received signal power at the new user (NU) from MBS m
γs Received signal power at the NU from SBS s
γ(s) Received signal power at the NU from (s)th ranked SBS
Dl Distance between the reference MBS wherein the NU is located and the neighboring MBS l
S Average number of SBSs within distance T of the NU
Q′ Number of active SBSs within distance T when S′1 SBSs are allowed to be in ABS mode
hm Hybrid association metric for MBS m
h(s) Hybrid association metric for the (s)th ranked SBS within distance T
p
(·)
m Association probability of the NU with MBS m; (·) denotes m-NABS mode or s-NABS mode or s-ABS

mode
p
(·)
(s) Association probability of the NU with (s)th ranked SBS within distance T ; (·) denotes m-NABS mode or

m-ABS or s-NABS mode
ps−ABS
(q′) Association probability of NU with (q′)th ranked SBS within distance T in s-ABS mode
rz,w Distance between the NU located on polar coordinate (rz, θw) in the reference MBS m and the neighboring

MBS l, rz ∈ {r1, r2, · · · , rZ}, θw ∈ {θ1, θ2, · · · , θW}
I
(·)
m Cumulative interference at the NU when associated with MBS m; (·) denotes m-NABS mode, s-NABS

mode, and s-ABS mode
I
(·)
(s) Cumulative interference at the NU when associated with (s)th ranked SBS within distance T ; (·) denotes

m-NABS mode, m-ABS, and s-NABS mode
Is−ABS
(q′) Cumulative interference at the NU when associated with (q′)th ranked SBS within distance T in s-ABS

mode
ρm Proportion of macrocell ABS
ρs Proportion of smallcell ABS

II. SYSTEM MODEL AND ASSUMPTIONS

A. Network Model

We consider a downlink network of M circular macrocells.
Each macro cell m has a coverage radius of Rm and number
of users Um. The macrocells are overlaid with S′ randomly
deployed smallcells. A given smallcell s has radius Rs and
number of users Us. The number of users Um in a macrocell
and Us in a smallcell is a Poisson distributed RV with intensity
λm and λs, respectively. The distribution of Um and Us,
respectively, can therefore be given as:

P (Um = um) =
λumm
um!

e−λm , (1)

P (Us = us) =
λuss
us!

e−λs . (2)

Macro users (MUs) and smallcell users (SUs) are uniformly
distributed within their corresponding macrocell and smallcell
coverage area, respectively. Each MBS or SBS selects a
user on a given transmission channel considering round-robin
scheduling scheme. The smallcells are assumed to operate in
the open access mode.

Now consider a new user (NU) entering into the two-tier
network. The location of the NU is assumed to be uniformly
distributed within a given macrocell region. Both MBS and
SBSs possess an initial traffic load, i.e., Um and Us users
are already associated with MBS m and SBS s, respectively.
Once the NU arrives, it associates with either an SBS within
a given circular region1 of radius T around it or its nearest
MBS depending on the association criterion. The number

1The region of radius T around the NU is considered to restrict the
association distance of the NU from being very large and practically infeasible.

of SBSs Q which fall within distance T is random. For
analytical tractability, we approximate the number of SBSs
within distance T by its average, i.e., E[Q] = S.

We consider shared spectrum in both macro-tier and
smallcell-tier; however, the interference coordination at MBSs
has been exercised to control macro-tier interference in eICIC
scheme A. In eICIC scheme-A, all MBSs mute their transmis-
sions in a synchronous manner for a proportion of subframes2

ρm. All MBSs operate in either ABS or non-ABS mode. In
the ABS mode, all MBSs mute their transmissions (referred
to as m-ABS mode) and the NU will then have only option
to associate with S SBSs. The associated MUs will remain in
coverage hole (outage) and are not assumed to change their
associations in the ABS mode. In the non-ABS mode, all
MBSs operate normally (referred to as m-NABS mode) and
serve their own local users. Similar to eICIC scheme-A, in
eICIC scheme-B, S

′

1 out of S′ SBSs operate in ABS mode
for ρs proportion of time (referred to as s-ABS mode). The
associated SUs will remain in outage and are not assumed to
change their associations in ABS mode. On the other hand, in
the non-ABS mode, all SBSs (referred to as s-NABS mode)
serve their own local users.

B. Channel Model

The received signal power at NU on a given transmission
channel from the MBS is defined as follows:

γm = Pmr
−β
m χm, ∀m = 1, 2, · · · ,M, (3)

2The term proportion of subframes and duty cycle (ratio of the number
of subframes in ABS mode to the total number of subframes) are used
interchangeably throughout the paper.

3



(a) Two-tier cellular network
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Fig. 1. (a) Graphical illustration of a two-tier smallcell network. In this part of the figure, the distances are demonstrated graphically. (b) Enlarged view of
the reference macrocell illustrating eICIC scheme-A for MBS (when MBS is in ABS mode (m-ABS)) and eICIC scheme-B for SBS (when S′1 SBSs are in
ABS mode (s-ABS)). Moreover, the working mechanisms of RSP, BRSP, and CAA-based downlink user associations are illustrated.

where β is the path-loss exponent, rm denotes the distance
of NU from the MBS m, Pm denotes the transmission power
of mth MBS per transmission channel, and χm represents
the composite shadowing and fading channel. The received
signal power at the NU from any arbitrary neighboring MBS
is defined as follows:

Xl = Plr
−β
l χl, ∀l 6= m, (4)

where rl denotes the distance of NU in the reference MBS
from the neighboring MBS l located at distance Dl from the
reference MBS and Pl denotes the transmit power of lth MBS
per transmission channel.

Similarly, the received signal power at the NU on a given
transmission channel from SBS s is given as follows:

γs = Psr̄
−β
s ζs, ∀s = 1, 2, · · · , S′, (5)

where Ps represents the transmit power of SBS s, r̄s denotes
the distance between the NU and the SBS s, and ζs represents
the composite shadowing and fading channel.

Generally, composite fading distributions can be used to
jointly model the shadowing and fading channels. Recently, the
generalized-K distribution has been proposed wherein Gamma
distribution [19], [20] is used to model the shadowing as
well as fading channels. Since the PDF, CDF, and MGF of
the Generalized-K distribution engage computation-intensive
special functions such as Meijer-G and Whittaker func-
tions, the distribution is approximated with a more tractable
Gamma distribution using the moment matching method, i.e.,

KG(mc,ms,Ω) ≈ Gamma(κ,Θ) [20]. By matching the first
and second moments of the two distributions, the correspond-
ing values of κ and Θ can be given as [20]:

κ =
mcms

mc +ms + 1−mcmsε
,Θ =

Ω

κ
, (6)

where ε is an adjustment parameter. Thus, ζ and χ will be
considered as Gamma RVs throughout the paper.

C. Channel Access-Aware (CAA) User Association

The CAA user association is a generalized scheme that
considers both the channel access probability (i.e., the proba-
bility of obtaining a channel for transmission from a BS) as
well as the received signal power from different BSs as the
association metric. Given that the round-robin scheduling3 is
used at each BS, the channel access probability of the NU with
the nearest MBS can be given as paccess

m = 1
Um+1 and with

SBS as paccess
s = 1

Us+1 . The association criterion can then be
written as follows:

k∗CAA = arg max{hm, hs}, ∀ s = 1, 2, ..., S, (7)

where

hm =
γm

(Um + 1)
=
Pmr

−β
m χm

(Um + 1)
, (8)

3For ease of exposition, we focus on round-robin scheduling in this paper.
However, the channel access probabilities can be derived for a variety of
scheduling schemes. Interested readers may refer to [21].
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hs =
γs

(Us + 1)
=
Psr̄
−β
s ζs

(Us + 1)
. (9)

For comparison purposes, we consider the following user
association schemes:

1) Conventional RSP-based association: in which the NU
utilizes the received signal powers from all SBSs within
distance T as well as its nearest MBS to select the best BS,
i.e.,

k∗RSP = arg max{γm, γs}, ∀s = 1, 2, ..., S. (10)

2) BRSP-based association: in which an arbitrary bias
value b is assigned to all SBSs. NU utilizes the biased
received signal powers from all SBSs within distance T and
the received power from the nearest MBS to select the best
BS, i.e.,

k∗BRSP = arg max{γm, bγs}, ∀s = 1, 2, ..., S. (11)

D. Analytical Approach: Spectral Efficiency Evaluation

The considered eICIC scheme-A and eICIC scheme-B differ
in terms of their association probabilities and in turn received
signal and interference powers. Therefore, we outline their
corresponding methodology of evaluating the SE of downlink
transmission to the NU separately in the following.

eICIC Scheme-A:
• Derive the average number of SBSs within distance T ,

i.e., S.
• Derive the association probability of the NU with refer-

ence MBS (pm−NABS
m ), and S SBSs (pm−NABS

(s) ) in m-
NABS mode.

• Derive the association probability of the NU with S SBSs
(pm−ABS

(s) ) in m-ABS mode.
• Derive the MGF of the received signal power and cumu-

lative interference at NU in m-NABS and m-ABS modes.
• Derive the SE of the NU in m-ABS mode (Cm−ABS) and
m-NABS mode (Cm−NABS).

eICIC Scheme-B:
• Derive the distribution of the number of active SBSs

within distance T , i.e., Q′ when S′1 SBSs are allowed
to be in ABS mode for ρs proportion of time.

• Derive the association probability of the NU with ref-
erence MBS (ps−NABS

m ), and S SBSs (ps−NABS
(s) ) when

all SBSs operate normally (s-NABS mode). This step is
identical to m-NABS mode in eICIC scheme-A.

• Derive the association probability of the NU with MBS
(ps−ABS
m ), and Q′ SBSs (ps−ABS

(q′) ) when S
′

1 SBSs operate
in ABS mode (s-ABS mode) for ρs proportion of time.

• For both the s-ABS and s-NABS modes, derive the MGF
of the received signal and cumulative interference at the
NU.

• Derive the average SE of the NU in s-ABS mode
(Cs−ABS) and s-NABS mode (Cs−NABS).

The total average SE of downlink transmission to a NU in
eICIC schemes-A and B can therefore be calculated, respec-

tively, as follows:

Cscheme−A =ρm Cm−ABS + (1− ρm) Cm−NABS. (12)

Cscheme−B =ρs Cs−ABS + (1− ρs) Cs−NABS. (13)

III. STATISTICS OF hm AND hs

In this section, first we derive the statistics of hm. Then,
we derive the the statistics of Q and hs for eICIC scheme-A
and the statistics of Q′ and hq′ for eICIC scheme-B.

A. Statistics of hm
Since the NU is uniformly distributed in a reference macro-

cell, the PDF of rm is given by:

frm(r) =
2r

R2
m

, 0 ≤ r ≤ Rm. (14)

The distribution of hm can then be derived by condi-
tioning on rm and Um in (8), doing transformation of RV,
i.e., fhm(hm|Um, rm) =

rβm(Um+1)
Pm

fχ

(
hm

rβm(Um+1)
Pm

)
, and

averaging over the distributions of Um and rm, respectively,
as follows:

fhm(hm) =

∞∑
um=0

(um + 1)P (Um = um)

Pm

×
∫ Rm

0

rβfχ

(
hm

rβ(um + 1)

Pm

)
frm(r)dr. (15)

Since χ ∼ Gamma(κχ,Θχ), we can rewrite (15) by substi-
tuting the PDF of rm given in (14), Um given in (1), as well
as χ and doing some algebraic manipulations as follows:

fhm(hm) =

∞∑
um=0

2( um+1
PmΘχ

)κχ
∫ Rm

0
rβκχ+1e

−hm(um+1)rβ

Pm Θχ dr

eλm um!R2
m λ−umm Γ(κχ)h

1−κχ
m

.

(16)

After solving the integral in (16) using [18, 3.381/8], the PDF
of hm can be simplified as follows:

fhm(hm) =

∞∑
um=0

2 λumm (
PmΘχ
1+um

)
2
β Γl

(
2+βκχ
β ,

hm Rβm(1+um)
PmΘχ

)
eλm h

2+β
β

m R2
m β um! Γ(κχ)

.

(17)

Consequently, using the property Γl(·) + Γu(·) = Γ(·), and
[18, Eq.(06.06.21.0002.01)] and after some algebraic manipu-
lations, the CDF of hm, i.e., Fhm (hm) =

∫ hm
0

fhm (u)du can
be derived as follows:

Fhm (hm) =

∞∑
um=0

λumm e−λm (
PmΘχ
1+um

)
2
β

h
2
β
m R2

m um!Γ(κχ)
×

( R2
m Γl(κχ,

hmR
β
m(1+um)
PmΘχ

)

(PmΘχ)
2
β (hm(1 + um))−

2
β

−Γl
(
κχ+

2

β
,
hm (1 + um)

R−βm PmΘχ

))
.

(18)

B. Distribution of Q and hs
1) Distribution of Q: Since Q is a discrete random variable,

the distribution of Q can be given by the Binomial distribution
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Fig. 2. Comparison between the approximated PMF of the number of SBSs
within distance T given in (19) and the exact PMF obtained from Monte-
Carlo simulations (for Rm = 300 m, β = 2, T = 100 m, Dl = 600
m).

as:

pQ(q) =

(
S′

q

)
pq(1− p)S

′−q, ∀ q = 0, 1, · · · , S′, (19)

where p is the probability of a SBS to fall within distance
T around NU. To compute p, the distribution of the distance
between an arbitrary SBS and NU is required. Note that the
NU can be located anywhere within Rm and the SBS can be
located anywhere within Rm + Dl from the reference MBS,
where Dl = 2Rm. The exact distance distribution between NU
and SBS that are distributed in different radii is unknown yet4.
To make the framework tractable, we consider the following
assumption which simplifies the distribution of the distance
between an arbitrary SBS and the NU.

Assumption: Since the NU considers SBSs only within
circular region of radius T around her, the impact of the
location of NU within Rm+Dl is not significant (specifically
in the calculations that relates to the distance between NU and
S SBSs within distance T ). This has also been verified through
Monte-Carlo simulations in Fig. 2. As such, we assume
that the NU is located at origin. Thus, the exact distance
distribution between NU and an arbitrary SBS (fr̄s(r̄s)) is
approximated as fr̄s(r̄s) ≈ frs(rs) = 2rs

(Rm+Dl)2 , where
0 ≤ rs ≤ Rm +Dl.

Based on this assumption, we derive the value of p =
Frs(T ) = P (rs ≤ T ), as follows:

Frs(T ) =

∫ T

0

frs(rs)drs =
T 2

(Rm +Dl)2
. (20)

The average number of SBSs within distance T can then be
given as S = E[Q] = S′p = S′Frs(T ). To validate the
accuracy of the considered approximation, Fig. 2 compares
the approximated PMF of Q obtained by using (19) with the
exact PMF obtained from the Monte-Carlo simulations (in

4The distribution of distance between two random points uniformly dis-
tributed in the same radius can be obtainable by using random line picking
theory; however, it is quite complicated [22].

which NU can be located anywhere within Rm). The analytical
approximation is found to be in a good agreement with the
simulation results.

2) Statistics of hs: To derive the statistics of hs, we
rank the distances of SBSs within distance T from NU. In
particular, we derive the ranked distribution of rs by utilizing
the assumption stated above and the theory of ordered statistics
such that r(1) < · · · < r(S), where r(1) and r(S) represent the
minimum distance and maximum distance of the SBSs from
the NU, respectively. The PDF of r(s) can be defined as:

fr(s)(r(s)) =
S!
(
Frs(rs)

)s−1(
1− Frs(rs)

)S−s
frs(rs)

(s− 1)!(S − s)!
.

(21)

Substituting frs(rs), and Frs(rs), (21) can be rewritten as:

fr(s)(r(s)) =
S!
(

r2
(s)

(Rm+Dl)2

)s−1(
1− r2

(s)

(Rm+Dl)2

)S−s
2r(s)

(Rm +Dl)2(s− 1)! (S − s)!
.

(22)
Using Binomial expansion, (22) can be simplified as:

fr(s)(r(s)) =

S−s∑
n=0

2 S! (−1)S−s−n
(

r(s)
Rm+Dl

)2S−2n−1

(s− 1)! (S − s− n)! n! (Rm +Dl)2
.

(23)
Since 0 ≤ r(s) ≤ Rm + Dl, we truncate this distribution to
a maximum distance of T . The truncated distribution5 of r(s)

can be described as:

f̃r(s)(r(s)) =
fr(s)(r(s))∫ T

0
fr(s)(r(s))dr(s)

. (24)

Now hs corresponding to ranked SBS s is defined as follows:

h(s) =
Ps r

−β
(s) ζs

Us + 1
, ∀s = 1, · · · , S. (25)

The PDF of h(s) can then be derived by conditioning on the
distribution of Us and r(s) in (25), doing transformation of

RV, i.e., fh(s)
(h(s)|Us, r(s)) =

rβ
(s)

(Us+1)

Ps
fζ

(
h(s)

rβ
(s)

(Us+1)

Ps

)
,

and averaging over the distributions of Us and truncated r(s),
respectively, as follows:

fh(s)
(h(s)) =

∞∑
us=0

λuss e
−λs( us+1

PsΘζ
)κζh

κζ−1

(s)

us!Γ(κζ)
×

∫ T

0

r
βκζ
(s) fζ

(
h(s)

rβ(s)(us + 1)

PsΘζ

)
f̃r(s)(r(s))dr(s), (26)

where ζ ∼ Gamma(κζ ,Θζ). By substituting f̃r(s)(r(s)),
solving the integral and doing some algebraic manipulations,

5Truncated distribution is a conditional distribution that results from re-
stricting the domain of fr(s)

(r(s)).
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we can rewrite (26) as follows:

fh(s)
(h(s)) =

S−s∑
n=0

∞∑
us=0

Knλ
us
s Γl

(
βκζ−2n+2S

β ,
h(s)T

β(1+us)

psΘζ

)
us!Γ(κζ)β eλyh(s)(

h(s)(1+us)

psΘζ
)

2S−2n
β

,

(27)

where

Kn =
2 S! (−1)S−s−n

(
1

Rm+Dl

)2S−2n

(
∫ T

0
fr(s)(r(s))dr(s))(s− 1)! (S − s− n)!n!

. (28)

Consequently, using the property Γl(·) + Γu(·) = Γ(·) as
well as [18, 3.381/1] and after doing some algebraic manipu-
lations, the CDF of h(s), i.e., Fh

(s)
(h(s)) =

∫ h(s)

0
fh

(s)
(u)du,

can be derived as follows:

Fh(s)
(h(s)) =

S−s∑
n=0

∞∑
us=0

Knλ
us
s

2eλsus!(n− S)Γ(κζ)
×Γl(

βκζ−2n+2S
β ,

h(s) T
β(1+us)

psΘζ
)

(
h(s)(1+us)

psΘζ
)

2S−2n
β

−
Γl(κζ ,

h(s)T
β(1+us)

PsΘζ
)

T 2n−2S

 ,

(29)

where Kn is defined in (28).

C. Distribution of Q′ and h(q′)

In eICIC scheme-B, S′1 SBSs out of S′ operate in ABS
mode for ρs proportion of time. The number of active SBSs
within distance T , i.e., Q′ in s-ABS mode is a discrete random
variable for a given ρs. The distribution of Q′ can be given
as:

pQ′(Q
′) =

(
S
Q′

)
aQ
′
(1− a)S−Q

′
, ∀Q′ = 1, · · · , S, (30)

where a is the probability of an SBS within distance T to be
active during s-ABS mode and it can be calculated as

a = (1− ρs)
(S′1
S′

)
+
(S′ − S′1

S′

)
. (31)

Since the ABS mode is applied randomly to any SBS, the
likelihood of any SBS (either within or outside T ) to be active
is same and can be given by considering two possibilities, i.e.,
• the probability that a SBS belongs to the group of S′1

SBSs in ABS mode
(
S′1
S′

)
and its probability to be active

(1− ρs).
• the probability that an SBS belongs to the group of S′−
S′1 SBSs in non-ABS mode

(
S′−S′1
S′

)
and its probability

to be active is 1.
Combining the two possibilities, we obtain (31). Now, the
association criterion can be calculated for each ranked active
SBS within distance T as follows:

h(q′) =
Pq′ r

−β
(q′)ζq′

Uq′ + 1
, ∀ q′ = 1, · · · , S. (32)

The PDF and CDF of h(q′) can be derived in a similar manner
by replacing s with q′ in (27) and (29), respectively.

IV. ASSOCIATION PROBABILITIES, STATISTICS OF SIGNAL
AND INTERFERENCE POWERS: EICIC SCHEME-A

In eICIC scheme-A, the MBS operates in ABS mode for
ρm and non-ABS mode for (1−ρm) proportion of subframes.
First we evaluate the association probabilities of the NU with
MBS (pm−NABS

m ) as well as SBSs (pm−NABS
(s) ) in m-NABS

mode and with SBSs (pm−ABS
(s) ) in m-ABS mode. Then, we

derive the statistics of the received signal and interference at
the NU when it gets associated with MBS or a SBS in m-
NABS mode and with a SBS in m-ABS mode.

A. Association Probabilities

1) Association probabilities in m-NABS mode: In m-NABS
mode, MBSs operate normally and serve their associated users.
In this case, the NU has opportunity to associate with either
an MBS or an SBS depending on the association probability.

Conditioned on hm, the association probability of the NU
with the nearest MBS can be derived as:

pm−NABS
m|hm = Pr( h(s)

s=1,2,...,S

≤ hm) =

S∏
s=1

Fh(s)
(hm), (33)

where Fh(s)
(h(s)) is given in (29). The unconditional

pm−NABS
m can then be derived by averaging over the distri-

bution of hm as follows:

pm−NABS
m =

∫ ∞
0

S∏
s=1

Fh(s)
(hm)fhm (hm)dhm. (34)

Substituting Fh(s)
(h(s)) and fhm(hm) from (29) and (17),

respectively, (34) can be solved using standard mathematical
software such as MATHEMATICA and MAPLE.

Similarly, the association probability of the NU with the s
ranked SBS in m-NABS mode can be derived by conditioning
on h(s) as follows:

pm−NABS
(s)|h(s)

= Pr( h(n)
n=1,2,...,S

n 6=s

, hm ≤ h(s))

=

S∏
n=1
n 6=s

Fh
(n)

(h(s))Fhm (h(s)). (35)

The unconditional pm−NABS
(s) can be derived by averaging over

the distribution of h(s) as follows:

pm−NABS
(s) =

∫ ∞
0

S∏
n=1
n 6=s

Fh
(n)

(h(s))Fhm (h(s))fh(s)
(h(s))dh(s).

(36)

Substituting Fh(s)
(h(s)), Fhm(hm) and fh(s)

(h(s)) given in
(29), (18) and (27) in (36), we can solve (36) using standard
mathematical softwares such as MATHEMATICA and MAPLE.

Fig. 3 compares the analytical and simulation results for the
association probabilities of the NU considering no interference
coordination (or 100% non-ABS mode) and two traffic load
scenarios, i.e., (i) λm = λs, S

′ = 500 (ii) λm ≥ λs for (a)
S′ = 200 (b) S′ = 500. Analytical results corroborate with the
simulation results. It can be noted that for (i) the association
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Fig. 3. Association probabilities of the NU with a reference MBS and S
SBSs without interference coordination (for Rm = 300 m, T = 100 m, ρm
= ρs = 0). BS indices [2, · · · , 4] represent the S SBSs within distance T .

probability of the NU is higher for MBS than the nearest SBS.
This is due to the fact that with same traffic load intensities
in both tiers, CAA scheme follows the mechanism of RSP
scheme. Thus, the NU is highly likely to associate with a high
power MBS. On the other hand, when λm ≥ λs, S

′ = 500,
the association probability of the NU with the nearest SBS
turns out to be greater than the MBS. Clearly, in this case,
the NU has a higher association probability with SBSs within
distance T due to high traffic load in the MBS. It is however
important to note that, the association probability of the NU
with an MBS turns out to be higher again if S′ reduces to 200.
This occurs due to small number of SBSs that are relatively
far apart from NU compared to the case when S′ = 500.

2) Association probabilities in m-ABS mode: In this mode,
MBSs operate in ABS mode and the NU has only option
to associate with one of the SBSs. Thus, the association
probability of the NU with the s ranked SBS can be derived
by conditioning on h(s) as follows:

pm−ABS
(s)|h(s)

=

S∏
n=1
n 6=s

Fh
(n)

(h(s)). (37)

The unconditional pm−ABS
(s) can then be derived by averaging

over the distribution of h(s) as follows:

pm−ABS
(s) =

∫ ∞
0

S∏
n=1
n 6=s

Fh
(n)

(h(s))fh(s)
(h(s))dh(s). (38)

Substituting Fh(s)
(h(s)), and fh(s)

(h(s)) given in (29) and
(27), respectively, solution to the (38) can be obtained using
MATHEMATICA and MAPLE.

Fig. 4 compares the analytical and simulation results for
the association probabilities of the NU with a reference MBS
and S SBSs in eICIC scheme-A considering (i) ρm = 0.2
(ii) ρm = 0.8. For ρm = 0.2, the association probability of
the NU with the nearest SBS is slightly higher than the MBS
which is different from the case of no interference coordination
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Fig. 4. Association probabilities of the NU with a reference MBS and S
SBSs within distance T in eICIC scheme-A (for Rm = 300 m, T = 100 m,
S′ = 200, λm = 15, λs = 3). BS indices [2, · · · , 4] represent the S SBSs
within distance T .

in Fig. 3. For ρm = 0.8, the association probability with MBS
further decreases. This is because, in the m-ABS mode, the
NU has only option to select one of SBSs. Therefore, the
higher ρm the higher would be the chance to associate with
SBSs. Since the transmit power of all SBSs are same, the CAA
scheme behaves like the RSP scheme during m-ABS mode.
This becomes more evident when ρm = 0.8.

B. Statistics of Received Signal Powers

1) Association with MBS: Since the NU can associate with
an MBS in the m-NABS mode, the received signal power at
the NU from MBS γm is defined in (3). The MGF of γm can
be derived as [21]:

Mγm
(t) = 2F1

[
κχ,−

2

β
, 1− 2

β
,
−PmtΘχ

Rβm

]
−

Γ(κχ+ 2
β )Γ(1− 2

β )

R2
mΓ(κχ)(PmtΘχ)

2
β

. (39)

2) Association with SBS: The NU can associate with the
sth ranked SBS within distance T in both m-NABS mode and
m-ABS mode. When NU associates with the s ranked SBS,
the received signal power at the NU is defined as:

γ(s) = Psr
−β
(s) ζs, ∀ s = 1, ..., S, (40)

where r(s) represents the distance between the NU and s
ranked SBS. The PDF of γ(s) can be derived by conditioning
on the distribution of r(s) in (40), doing transformation of RV,

i.e., fγ(s)
(γ(s)|r(s)) =

rβ
(s)

Ps
fζ

(
γ(s)r

β
(s)

Ps

)
and averaging over the

truncated PDF of r(s) as follows:

fγ(s)
(γ(s)) =

∫ T

0

rβ(s)

Ps
fζ

(
γ(s)r

β
(s)

Ps

)
f̃r

(s)
(r(s))dr(s). (41)

Given that ζ ∼ Gamma(κζ ,Θζ), substituting (23) and solving
the integral using [18, 3.381/8], the closed-form PDF of γ(s)
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can be derived as follows:

fγ(s)
(γ(s)) =

S−s∑
n=0

Kn

Γl

(
βκζ−2n+2S

β ,
Tβγ(s)

PsΘζ

)
(
γ(s)

PsΘζ
)

2(S−n)
β β γ(s)Γ(κζ)

. (42)

Using the definition of MGF and substituting (42), the closed
form MGF of γ(s) can be derived as:

Mγ(s)
(t) =

S−s∑
n=0

Kn 2F1[1, κζ ,
βκζ−2n+2S+β

β , Tβ

Tβ+PsΘζ t
]

(βκζ − 2n+ 2S)(T β + PsΘζt)κζT βκζ−2n+2S
.

(43)

C. Statistics of Received Interference

Approximation Since NU is highly vulnerable to the inter-
ference caused by nearby SBSs, we approximate the cumula-
tive interference of all SBSs with the cumulative interference
of all SBSs that are located within distance T excluding the
one the NU is associated with. The effect of SBSs beyond T
is nearly negligible because of low transmission power of an
SBS as illustrated in Fig. 5.

1) Association with MBS: When the NU associates with an
MBS, the cumulative interference at the NU is given by:

Im−NABS
m = Ico

m + Icr
m , (44)

where Ico
m and Icr

m denote the co-tier and cross-tier interfer-
ences received at the NU when it is associated with an MBS
in non-ABS mode. The MGF of Im−NABS

m is given by:

MIm−NABS
m

(t) =MIco
m

(t)MIcr
m

(t). (45)

The co-tier interference from the neighboring MBSs is
defined as:

Ico
m =

M∑
l=1,l 6=m

Xl, (46)

where Xl is defined in (4). The distribution of the distance
rl is given in [21, Eq. 5]. Note that, Xl ∀l are correlated
random variables. To avoid the complexity of correlation due
to the locations of interfering MBSs, we use the approximate
approach presented in [21]. We approximate rl with rw,z such
that rl ≈ rz,w =

√
r2
z +D2

l − 2rz Dlcos(θl − θw), where
(rz, θw) represents the polar coordinate of the NU’s location
from reference MBS. The detailed approximation procedure
can be found in [21].

Conditioned on rz,w, the MGF of Xl can then be written
as MX

l
|rz,w(t) = 1 + t Pl

rβz,wλ
, where Z represents the number

of circular zones of equal width and W represents the equal
angular intervals. Consequently, the MGF of Ico

m can then be
derived as follows:

MIco
m

(t) =

Z∑
z=1

W∑
w=1

1

ZW

M∏
l=1,l 6=m

MXl|rz,w(t). (47)

A comparison of the CDF of cumulative cross-tier interference
Icr
m from S and S′ SBSs considering (i) the exact location of

the NU; (ii) NU is located at origin (assumption), is demon-
strated in Fig. 5. It is observed that the approximation turns
out to be quite accurate for small values of S′ because SBSs
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Fig. 5. Comparison of the CDF of the cumulative interference from S and
S′ SBSs considering (i) the exact location of the NU; (ii) NU is located at
origin (assumption) (for T = 100, Pm = 10W,Ps = 0.1W,β = 2.0).

are highly likely to be located far apart and thus the effect of
interference received from SBSs beyond T is negligible. On
the other hand, with increasing S′, the impact of interference
received from S′ − S SBSs becomes dominant.

The MGF of Icr
m from S SBSs within distance T can then

be derived as follows:

MIcr
m

(t) =

S∏
s=1

Mγ(s)
(t), (48)

where Mγ(s)
(t) is given in (43).

2) Association with SBS: The NU can associate with an
SBS in both m-NABS and m-ABS modes. Therefore, we
derive the MGF of cumulative received interference at the NU
in both modes, respectively.

When the NU associates with the sth ranked SBS (in terms
of distance) out of S SBSs in m-NABS mode, the cumulative
interference can be defined as Im−NABS

(s) = Ico
(s) + Icr

(s). The
MGF of Im−NABS

(s) can therefore be given as follows:

MIm−NABS
(s)

(t) =MIco
(s)

(t)MIcr
(s)

(t). (49)

The MGF of Ico
(s)(t) can be derived as:

MIco
(s)

(t) =

S∏
n=1,n6=s

Mγ(n)
(t), (50)

whereMγ(s)
(t) is given in (43). The MGF of the correspond-

ing cross tier interference can therefore be given as:

MIcr
(s)

(t) =MIco
m

(t)Mγm(t), (51)

whereMIco
m

andMγm are given in (47) and (39), respectively.
When the NU associates with the sth ranked SBS out of S

SBSs within distance T , which is in m-ABS mode, the MGF
of cumulative received interference at NU can be defined as:

MIm−ABS
(s)

=MIco
(s)
, (52)
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where MIco
(s)

is given in (50).

V. ASSOCIATION PROBABILITIES, STATISTICS OF SIGNAL
AND INTERFERENCE POWERS: EICIC SCHEME-B

In eICIC scheme-B, S′1 SBSs out of S′ SBSs operate in s-
ABS mode for ρs and s-NABS mode for (1− ρs) proportion
of subframes. First we evaluate the association probabilities of
the NU with MBS (ps−NABS

m ) as well as SBSs (ps−NABS
(s) ) in

s-NABS mode. Then, we derive the association probabilities
of the NU with MBS (ps−ABS

m ) and active SBSs (ps−ABS
(s) ) in

s-ABS mode. Finally, we derive the statistics of the received
signal and interference at the NU when it is associated with
MBS or SBS in s-NABS and s-ABS modes.

A. Association Probabilities

1) Association Probabilities in s-NABS mode: In this mode,
all SBSs operate normally and the NU has option to associate
with either an MBS or an SBS depending on the association
criterion. This is similar to m-NABS mode of eICIC scheme-
A. The association probabilities of the NU with an MBS and
an SBS in s-NABS mode can therefore be given as ps−NABS

m =
pm−NABS
m and ps−NABS

(s) = pm−NABS
(s) .

2) Association probabilities in s-ABS mode: In the s-ABS
mode, S′1 SBSs are allowed to be in ABS mode. Thus, the NU
can associate either with an MBS, or an active SBS within
distance T . The association probability of the NU with the
MBS can be derived by conditioning on hm as follows:

ps−ABS
m|hm = Pr( h(q′)

q′=1,2,...,Q′
≤ hm) =

Q′∏
q′=1

Fh(q′)(hm). (53)

The unconditional ps−ABS
m can then be derived by averaging

over the distribution of Q′ and hm, respectively, as follows:

ps−ABS
m =

S∑
Q′=1

(∫ ∞
0

Q′∏
q′=1

Fh(q′)(hm)fhm (hm)dhm

)
pQ′(Q

′).

(54)

Substituting Fh(q′)(h(q′)) and fhm(hm), (54) can be solved
using standard mathematical softwares.

Similarly, the association probability of the NU with the q′

ranked SBS can be derived by conditioning on h(q′) as follows:

ps−ABS
(q′)|h(q′)

= Pr( h(n′)

n′=1,2,...,Q′

n′ 6=q′

, hm ≤ h(q′))

=

Q′∏
n′=1
n′ 6=q′

Fh
(n′)

(h(q′))Fhm (h(q′)). (55)

The unconditional ps−ABS
(q′) can be derived by averaging over

the distribution of Q′ and h(q′), respectively, as follows:

ps−ABS
(q′) =

S∑
Q′=1

(∫ ∞
0

Q′∏
n′=1
n′ 6=q′

Fh
(n′)

(h(q′))Fhm (h(q′))×

fh(q′)(h(q′))dh(q′)

)
pQ′(Q

′). (56)
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Fig. 6. Association probabilities of the NU with reference MBS and Q′

active SBSs in eICIC scheme B (for Rm = 300 m, T = 100 m, S′ = 200,
S′1 = 100, λm = 15, λs = 3). BS indices [2, · · · , 4] represent the active
SBSs within distance T .

Substituting Fh(q′)(h(q′)), Fhm(hm) and fh(q′)(h(q′)), we can
solve (55) using MATHEMATICA and MAPLE.

Fig. 6 compares the analytical and simulation results for the
association probabilities of the NU with MBS and Q′ active
SBSs in eICIC scheme-B considering (i) ρs = 0.2 (ii) ρs =
0.8. As expected, the association probability of the NU with
the MBS continues to increase with increasing ρs.

B. Statistics of Received Signal Powers

1) Association with MBS: When the NU is associated with
an MBS in s-NABS mode or in s-ABS mode, the received
signal power at the NU γm is defined in (3). The MGF of γm
is same as given in (39).

2) Association with SBS: When the NU is associated with
an SBS in s-NABS mode, the received signal power at the
NU γ(s) is defined in (40). The PDF and MGF of γ(s) are
same as defined in (42) and (43), respectively. When the NU
associates with the (q′)th ranked active SBS in s-ABS mode,
the received signal power at the NU is defined as:

γ(q′) = Pq′r
−β
(q′)ζq′ , ∀ q′ = 1, ..., S, (57)

where r(q′) represents the distance between the NU and q′

ranked active SBS. The PDF and MGF of γ(q′) can be obtained
similarly by replacing s with q′ in (42) and (43), respectively.

C. Statistics of Received Interference

1) Association with MBS: When the NU associates to an
MBS in s-NABS mode, the MGF of the cumulative received
interference at the NU is given by:

MIs−NABS
m

(t) =MIm−NABS
m

(t), (58)

where MIm−NABS
m

(t) is given in (45).
When the NU associates with an MBS in s-ABS mode,

the cumulative interference at the NU is defined as Is−ABS
m =

Isco
m +Iscr

m , where Isco
m and Iscr

m represent the co-tier and cross-
tier interference received at the NU, respectively. The MGF of
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Is−ABS
m can then be given as:

MIs−ABS
m

(t) =MIsco
m

(t)MIscr
m

(t), (59)

where

MIsco
m

(t) =MIco
m

(t), (60)

MIscr
m

(t) =

S∑
Q′=1

Q′∏
q′=1

Mγ(q′)(t)pQ′(Q
′), (61)

where MIco
m

(t) is given in (47).
2) Association with SBS: When the NU associates with the

sth ranked (in terms of distance) SBS out of S SBSs in the
s-NABS mode, the MGF of the cumulative interference at NU
is given by:

MIs−NABS
(s)

(t) =MIm−NABS
(s)

(t), (62)

where MIm−NABS
(s)

(t) is given in (49).

When the NU associates with the (q′)th ranked SBS out
of Q′ active SBSs within distance T , which is in s-ABS
mode, the MGF of the cumulative interference at NU can be
expressed as:

MIs−ABS

(q′)
(t) =MIsco

(q′)
MIscr

(q′)
, (63)

where

MIsco
(q′)

=

S∑
Q′=1

Q′∏
n=1,n6=q′

Mγ(n)
(t)pQ′(Q

′), (64)

MIscr
(q′)

=MIcr
(s)
, (65)

where MIcr
(s)

is given in (51).

VI. SPECTRAL EFFICIENCY OF DOWNLINK TRANSMISSION

A. Spectral Efficiency of Downlink Transmission to the NU:
eICIC Scheme-A

In this subsection, we derive the SE of downlink transmis-
sion to the NU considering the m-NABS mode for the BS,
(Cm−NABS) and the m-ABS mode, (Cm−ABS). Finally, we
compute the SE (Cscheme−A) for eICIC scheme-A.

1) SE in m-NABS mode: If the NU associates with an
MBS, it accesses the transmission channel with probability

1
Um+1 . Thus, averaging over the distribution of Um, the SE
of transmission to the NU associated with the MBS, which is
in the non-ABS mode, can be calculated by using the lemma
proposed in [23] as follows:

Cm−NABS
m =

∞∑
um=0

λm
∫∞

0

M
I
m−NABS
m

(t)(1−Mγm (t))

t e−tσ
2

dt

ln2 um! (um + 1)eλm
,

(66)
where Mγm(t) and MIm−NABS

m
(t) are given in (39) and

(45), respectively. Similarly, if the NU associates with the
sth ranked SBS, it accesses the transmission channel with
probability 1

Us+1 . The SE of downlink transmission to the
NU associated with the sth ranked SBS, which is in m-NABS

mode, can be calculated as follows:

Cm−NABS
(s) =

∞∑
us=0

λs
∫∞

0

M
I
m−NABS
(s)

(t)(1−Mγ(s)
(t))

t e−tσ
2

dt

ln2 us! (us + 1)eλs
,

(67)

where Mγ(s)
(t) and MIm−NABS

(s)
(t) are given in (43), and

(49), respectively. The average SE in the m-NABS mode
can be then derived as Cm−NABS = pm−NABS

m Cm−NABS
m +∑S

s=1 p
m−NABS
(s) Cm−NABS

(s) .
2) SE m-ABS mode: The SE of downlink transmission to

the NU when associated with the sth ranked SBS in the m-
ABS mode can be computed as follows:

Cm−ABS
(s) =

∞∑
us=0

λs
∫∞

0

M
I
m−ABS
(s)

(t)(1−Mγ(s)
(t))

t e−tσ
2

dt

ln2 us! (us + 1)eλs
.

(68)
The SE in m-ABS mode can therefore be given as: Cm−ABS =∑S
s=1 C

m−ABS
(s) pm−ABS

(s) .
Finally, the SE with eICIC scheme-A can be computed as

follows:

Cscheme−A = ρm Cm−ABS + (1− ρm) Cm−NABS. (69)

B. Spectral Efficiency of Downlink Transmission to the NU:
eICIC Scheme-B

In this subsection, we derive the SE considering the s-NABS
mode (Cs−NABS). Then, we derive the SE considering the s-
ABS mode (Cs−ABS). Finally, we derive SE (CScheme−B) for
eICIC scheme-B.

1) SE in s-NABS mode: This is same as in m-NABS mode,
i.e., Cs−NABS = Cm−NABS.

2) SE in s-ABS mode: The SE of downlink transmission to
the NU when associated with an MBS in s-ABS mode can be
computed as:

Cs−ABS
m =

∞∑
um=0

λm e−λm
∫∞

0

M
I
s−ABS
m

(t)(1−Mγm (t))

t e−tσ
2

dt

ln2 um! (um + 1)
.

(70)
Similarly, the SE of NU when associated to (q′)th ranked
active SBS in s-ABS mode can be computed as:

Cs−ABS
(q′) =

∞∑
uq′=0

λq′ e
−λq′

∫∞
0

M
I
s−ABS
(q′)

(t)(1−Mγ
(q′)

(t))

t e−tσ
2

dt

ln2 uq′ ! (uq′ + 1)
.

(71)
The SE for the s-ABS mode can therefore
be derived as: Cs−ABS = ps−ABS

m Cs−ABS
m +∑S

Q′=1

∑Q′

q′=1 C
s−ABS
(q′) ps−ABS

(q′) pQ′(Q
′).

Finally, the SE with eICIC scheme-B can be computed as
follows:

Cscheme−B = ρs Cs−ABS + (1− ρs) Cs−NABS. (72)

VII. NUMERICAL RESULTS AND DISCUSSION

This section presents numerical results on SE consider-
ing different user association and interference coordination
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Fig. 7. Traffic load balancing after arrival of 250 NUs in the two-tier smallcell
network considering different association schemes (for λm = 15, λs = 3,
ρm = ρs = 0).

schemes. We start with the no interference coordination
scenarios and gradually move on to analyze the impact of
adopting eICIC scheme-A and eICIC scheme-B on the SE
performance for the NU, macrocell user (MU), and smallcell
user (SU) as a function of network design parameters.

In Monte-Carlo simulations, we consider 7 circular macro-
cells, i.e., M = 7 and S′ = 200 smallcells arbitrarily deployed
in Rm + Dl region. We consider generalized-K composite
shadowing and fading, i.e., fχ(χ) ≈ Gamma(2/3, 3/2) and
fζ(ζ) ≈ Gamma(1/2, 2). The coverage radii of an MBS and
an SBS are Rm = 300 m and Rs = 50 m, respectively. We
set T = 100 m, path-loss exponent β = 2.0, the thermal noise
power density σ2 = 1×10−10 W/Hz, the transmission powers
of an MBS and an SBS as Pm = 10 W and Ps = 0.1 W,
respectively, and bias b = 13 dBW.

A. Results: No eICIC

1) Traffic load balancing: Fig. 7 considers a two-tier cel-
lular network that comprises of ten smallcells. First, the initial
traffic loads of different BSs are generated. A large number
of NUs (250 NUs) are then assumed to be entering into the
system who become associated to different BSs depending on
the user association schemes (i.e., CAA, RSP, and BRSP). The
impact of different user association schemes on the network
traffic load is then analyzed by characterizing the final traffic
load of each BS. It can be observed that RSP-based association
allows more users to associate with the MBS due to its
high transmission power. On the other hand, the BRSP-based
association tends to balance the traffic loads of SBSs and
MBS. Finally, the traffic load balancing accomplished by CAA
scheme is observed to be in between the two extremes of
traditional BRSP and RSP-based association schemes.

2) SE as a function of λm and λs: Fig. 8 demonstrates the
degradation in SE with increasing in λs and λm. This degra-
dation is due to decrease in channel access probability with
MBS and SBSs. For small values of λm, the gains with CAA
association are significantly higher than those with BRSP-
based association because the NU can select an MBS due to its
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Fig. 8. Downlink SE of transmission to the NU with increase in smallcell
user intensity (λs) for different user association schemes (for ρm = ρs = 0).
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Fig. 9. Downlink SE of transmission to the NU as a function of S′ considering
different user association schemes (for λm = 15, λs = 3).

high received signal power and channel access probability. But
with BRSP-based association, the NU is forcefully pushed to
low-power SBSs and the presence of strong macro interference
further deteriorates the SE performance. For high λm, the
performance gains with CAA over BRSP are still evident.
This is due to the fact that CAA allows the NU to associate
with an SBS having high channel access probability as well as
high received signal power. On the other hand, BRSP-based
association does not distinguish different smallcells based on
their traffic loads. The derived expressions closely follow the
Monte-Carlo simulations and the impact of approximation is
also observed to be minimal.

B. Results: eICIC Scheme-A

1) Impact of ρm on the SE: Fig. 9 illustrates the impact
of increasing the number of SBSs (S′) on the SE. Note that
with increasing S′ more SBSs tend to fall within distance T .
This provides more options for the NU to select lightly-loaded
SBSs at smaller distances. However, the increase in co-tier
interference turns out to be more dominant. For this reason,
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Fig. 10. Downlink SE of transmission to NU as a function of λm considering
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the SE is observed to degrade with increasing S′. In Fig. 9,
we also comparatively analyze the impact of CAA, RSP, and
BRSP-based user association schemes considering ρm = 1 and
ρm = 0. With ρm = 0, the performance gains of CAA over
RSP and BRSP are significant. This is due to the fact that,
the RSP scheme tends to always select the MBS due to high
transmit power and the BRSP scheme selects SBSs without
considering their traffic load conditions. However, with ρm =
1, RSP performs similar to BRSP since RSP allows the NU to
associate with a low-power BS irrespective of the traffic loads,
which is similar to the BRSP mechanism. The CAA scheme
outperforms both the RSP and BRSP schemes.

2) Selecting the proportion of macro ABS as a function
of traffic load intensities: Fig. 10 (a)-(b) depict the effect of
increasing λm on the SE of downlink transmission to the NU.
The SE decreases as λm increases due to reduced channel
access probability with the MBS. For small values of λm, the
higher SE gains can be obtained with small values of ρm.
This is due to the fact that the benefit achieved from MBS
(i.e., high channel access probability) outweighs the need for
interference mitigation. On the other hand, for large values of
λm, high SE gains can be achieved by selecting large values
of ρm. It happens because the NU is highly likely to associate
with an SBS due to high channel access probability and thus
reduced cross-tier interference is crucial. As such, the fraction
of macro ABS needs to be designed carefully according to the
traffic load intensities of different tiers λm and λs. Note that
the cross-over point shifts to right with increasing λs. Thus,
setting low values of ABS at MBS become more beneficial for
the NU as the traffic loads of the SBSs increase and approach
the traffic load of an MBS.

C. Results: eICIC Scheme-B

1) eICIC scheme-A vs. eICIC scheme-B: Fig. 11 demon-
strates the downlink SE of transmission to the NU as a function
of the number of smallcells in ABS mode, S′1. In the eICIC
scheme-B, the SE increases with increasing S′1; however, the
network operators may likely support only small values of S′1
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Fig. 11. Downlink SE of transmission to the NU as a function of S′1 (for
λm = 15, λs = 3).

to ensure reduced coverage holes for large number of SUs.
Interestingly, for small values of S′1, the eICIC scheme-B is
observed to fall behind eICIC scheme-A. In particular, it seems
better to switch-off MBS and let the NU to associate with
an SBS (with significantly reduced macro-tier interference)
rather than switch-off few SBSs and allow association with
an MBS or an SBS with significant co-tier and cross-tier
interferences. Nonetheless, for high values of S′1, the eICIC
scheme-B outperforms eICIC scheme-A due to extremely
reduced interference from SBSs.

For the eICIC scheme-A and eICIC scheme-B, the SE
increases with increasing ρm and ρs, respectively. Increase
in ρm reduces macro-tier interference at the NU and SUs
significantly at the cost of few MUs. On the other hand, the SE
gains are not significant with increasing ρs for small values of
S′1. However, significant SE gains are observed with increasing
ρs for large values of S′1. Interestingly, it is also observed that,
compared to large values of ρs, with small values of ρs, the
eICIC scheme-B surpasses the eICIC scheme-A for a wide
range of S′1.

Fig. 12(a) illustrates the SE of downlink transmissions to the
MU and SU as a function of S′1. As expected, the SE for an
MU increases with S′1 in eICIC scheme-B due to reduction in
cross-tier interference from the SBSs. On the other hand, the
SE for an SU decreases with increasing S′1 in eICIC scheme-
B due to the coverage holes. Fig. 12(b) illustrates the impact
of increasing ρm and ρs on the SE for any arbitrary MU and
SU. The performance of MU (SU) increases (decreases) with
increasing ρs, and vice versa with increasing ρm. To provide
fairness between MU and SU with respect to the SE gains,
selecting a suitable value of S′1, ρm, and ρs will be crucial
while employing eICIC scheme-A or B.

VIII. CONCLUSION

For two-tier macrocell-smallcell networks, we propose a
low-complexity channel access aware (CAA) downlink user
association scheme that enhances the spectral efficiency (SE)
and also balances the traffic loads among different BSs.
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We develop a tractable mathematical framework to char-
acterize the SE of downlink transmission to a user who
associates with a BS using the proposed CAA scheme.
The framework characterizes the impact of state-of-the-art
almost blank subframe (ABS)-based interference coordination
(namely, eICIC scheme-A and eICIC scheme-B) in macrocell-
tier and smallcell-tier on the SE performance of the proposed
CAA scheme. The fraction of ABS (ρm or ρs) needs to be
designed carefully according to the traffic load intensities
λm and λs of the two network tiers. For low values of
λm compared to λs, small values of ρm are feasible. On
the other hand, the reverse is true when λm is higher than
λs. Interestingly, it is also observed that, compared to large
values of ρs, with small values of ρs, the eICIC scheme-B
outperforms the eICIC scheme-A for a wide range of S′1.
Thus small values of ρs are favorable in the eICIC scheme-B.
Finally, exercising interference coordination schemes imposes
a trade-off on the SE gains for an SU and an MU. The fairness
between the SE performances for MU and SU thus needs be
achieved by selecting suitable values of S′1, ρm, and ρs.
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