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Abstract 
Much research has involved the consideration of graphs which have sub-graphs of a particular kind, such 

as cliques.  Known classes of graphs which are eigen-bi-balanced, i.e. they have a pair a,b of non-zero 

distinct eigenvalues, whose sum and product are integral, have been investigated.  In this paper we will 

define ta new class of graphs, called q-cliqued graphs, on 12 q  vertices, which contain q cliques each of 

order q connected to a central vertex, and then prove that these q-cliqued graphs are eigen-bi-balanced 

with respect to a conjugate pair whose sum is -1 and product 1-q. These graphs can be regarded as design 

graphs, and we use a specific example in an entomological experiment. 
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1. Introduction 

There is much interest in considering graphs which have sub-graphs of a particular kind, such as cliques – 

see Babat and Sivasubramaniam [1], Graham and Hoffman [3], and Liazi, Milis, Pascual and 

Zissimopoulos [6].  Known classes of graphs which are eigen-bi-balanced are considered in Winter and 

Jessop [7].These graphs have an associated pair of (real) conjugate eigenvalues (from the graph‟s 

adjacency matrix) whose sum and product are integral. It appears that the conjugate pair arises out of the 

centrality of certain vertices of the graph, which are strongly connected (edgewise) to other vertices of the 

graph. For example, the wheel graph has a central vertex connected by its spokes to the remaining 

vertices of the graph. Bipartite graphs have two sets of vertices strongly connected to each other. The 

vertices of the complete graph are each strongly connected to each other. In this paper we will define ta 

new class of graphs, called q-cliqued graphs, on 12 q  vertices, involving a central vertex connected to q 

cliques each of order q, and then prove that these q-cliqued graphs are eigen-bi-balanced with respect to a 

conjugate pair whose sum is -1 and product 1-q. These graphs can be regarded as design graphs, and we 

use a specific example (q=3) in an entomological experiment. 

 

 

 

2. Construction of q-cliqued graphs 



In this section, for ,2q  we construct a q-cliqued  graph, labelled ,
*

qKG and find its associated 

adjacency matrix. We take q copies of the complete graph on q vertices ,qK  together with a single vertex 

v . Generally, we label the vertices of the ith copy of i
qK )(  as ,,...,, 21

i

q

ii vvv for .,...,2,1 qi   

2.1  For 2q , the graph 
*

2K
G

 

 

For 2q , take 2 copies of 2K , namely 2,1;)( 2 iK i
 together with a single vertex .v  Join v   to 

2,1;1 iv i
, so that v  has degree 2. More generally, join v to .1;1 qiv i   so that v has degree 2 

generally. 

    
1
1v    v    2

1v    

      

        

        

 
1
2v   

2
2v  

Figure 2.1.1: Construction of 
*

2K
G  - (a) 

 Finally, join vertices 2
2

1
2 vandv of 1

2 )(K and 2
2 )(K  to form a 5-cycle. 

    
1
1v    v    2

1v    

      

        

        

 
1
2v   

2
2v  

 

Figure2.1.2: Construction of 
*

2K
G  - (b) 

Label vertex v as vertex 𝑣1, and then for each sub-clique, label the vertices starting from 𝑣1
1 = 𝑣2 , 𝑣2

1 =

𝑣3 , and 𝑣1
2 = 𝑣4 , 𝑣2

2 = 𝑣5 . This graph does not contain a 2-lantern sub-graph so it is a design graph, 

namely a 2-cliqued design graph. 

1
2 )(K 2

2 )(K

1
2 )(K 2

2 )(K



Then the 5x5 adjacency matrix of 
*

2KG , where the rows are 51,..., vv and the columns are  ,,..., 51 vv is: 

 

























01100

10001

10010

00101

01010

*

2KGA  

By definitionof   *

2
det KGAI  , the characteristic polynomial of   *

2KGA is .255 35  

 The eigenvalues of this adjacency matrix are: 2 (once); 
2

51
(twice) and 

2

51
 (twice). The 

conjugate eigen-pairs are 
2

51
.  

2.2 For 3q , the graph  
*

3KG  

For 3q , we take 3 copies of 3K , namely 1
3 )(K  , 2

3 )(K , and 3
3 )(K together with a single central vertex 

v. Join v to 3,2,1;1 iv i
:Join the remaining vertices of the 3 copies of 3K to form 3 5-cycles. i.e.,

1
3v and

2
;2v 2

3v and ;3
2v 3

3v and .1
2v  

  

 

 

 

 

 

       

 

 

 

 

 

1
3 )(K

 

2
3)(K

3
3)(K
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𝒗𝟐
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𝒗𝟑
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Figure 2.2.2: Construction of 
*

3K
G  - (b) 

Label central vertex v as vertex ,1v   and then for each sub-clique, label the vertices starting from 

,2
1
1 vv  ,3

1
2 vv  ,4

1
3 vv  and ,5

2
1 vv  ,6

2
1 vv  ,7

2
1 vv  and ,8

3
1 vv  ,9

3
1 vv  .10

3
1 vv 

 

Then the 10x10 adjacency matrix of 
*

3KG , where the rows are 102,1 ,...,, vvv  and the columns are 

102,1 ,...,, vvv is:
 

 









































0111

1011

1101

1011

1011

1101

1011

1101

1101

11010

*

3KGA  

 

All blank elements are zero. Since no two columns are the same, the exclude 3-lantern condition holds. 

The characteristic polynomial of the adjacency matrix for 3q  is: 

1268751141444875615 234567810    

The eigenvalues of this adjacency matrix are: 3, 1, -2, -2, 1.879, 1.879, -0.347, -0.347, -1.532, -1.532 . 

The conjugate eigen-pair is 
2

91
.  

 

2.3For nq , the general construction of graph 
*

nKG  



The general construction of the    22 11 nxn   adjacency matrix of  
*

nKG where the rows are

21
21 ,...,,

n
vvv


 and the columns are
21

21 ,...,,
n

vvv


is as follows: 

 2
, 11;0 nia ii   

Join v to niv i 1;1 : 

10;111,1  na n   

10;11,11  na n   

Sub-cliques: 

lknlnkna lnkn  ;1;1;10;01,1   

lknlnkna lnkn  ;1;1;10;11,1   

i
nv of clique i  (the nth vertex in clique i ) joins to 1

2
iv (the 2nd vertex in clique  

 1i ): 

;10;12)1(1,1  na nnn   

;10;11,2)1(1  na nnn   

i
jv of clique i  (the jth vertex in clique i ) joins to 1

1



i
jv (the (j-1)th vertex in clique  1i ): 

  evenjnjna jnjn ;14;10;1)1)1(1,1    

  evenjnjna jnjn ;14;10;1,1,)1)1(1    

i
jv of clique i  (the jth vertex in clique i) joins to 1i

jv (the jth vertex in clique  1i ), 

oddioddjevennnj ,,;1 : 

evennjna jnjn  ,1;10;1)1(1,1   

evennjna jnjn  ,1;10;11,)1(1   



If for    22
, 11> niithennia ji   and if for    22

, 11> njjthennja ji   

   22
, 11,11;0 njnia ji  otherwise.  

 

 

3. Eigenvalues of q-cliqued graphs and their eigen-bi-balanced property 

 

In thissection, we focus on the q-cliqued graphs as constructed in section 1. We show that the q-cliqued 

graphs have eigenvalue q and conjugate eigen-pair: 

 

.
2

)1(411 


q


 

The determination of the conjugate eigen-pair is equivalent to showing that the cubic

 

)1()1()1(23  qqqqq  = ))1()(( 2  qq   

is a factor of the characteristic equation determined by   xxGA k 
*

 where  *
kGA is the adjacency 

matrix of theq-cliqued graph.The proof requires a number of specific definitions of vertices within the q-

clique graph, and we use the connectivity between the first clique, the second to last clique, and the last 

clique in the proof of the conjugate eigen-pair. The central vertex also plays a key role in this proof, as 

each sub-clique of qK is connected to the central vertex. The proof of determining the conjugate eigen-

pair and the associated eigenvectors, is first determined explicitly for the cases  q=3,4, and then 

generalized for the q-cliqued graph.  

 

Once we have found the conjugate eigen-pair of the q-cliqued graph, we then determine the eigen-bi-

balanced properties of the class of q-cliqued graphs associated with this eigen-pair in section 4. The 

values of all the newly defined eigen-bi-balanced properties, as defined in Winter and Jessop [7], are 

easily determined for this class of graphs 

 

Theorem 3.1 

 

The q-cliqued graphs, as constructed in section 1,have eigenvalues q  (and the q-cliqued graph is q-

regular) and conjugate eigen-pair:

   

.
2

)1(411 


q


 
 



The conjugate pairarise out of the “tightness” of the connection between the central vertex and the 

cliques, and between two adjacent cliques – for convention we chose the second last and last clique. 

     

 

Proof of Theorem 3.1 

 

We will illustrate Theorem 3.1 for 4q and 5 and then give the proof for all .6q Proof of cases 

3,2q  can be found in Jessop [5]. First, we need the following definitions. 

 

 3.1.1Vertex notation convention 

 

Several vertices will be important in the proof, and hence we will give them special labels as 

follows: 

1. First vertex (central vertex), 1x ;  

2. Second vertex, ;2x  

3. Third vertex, ;3x  

4. Vertices in first clique = ;,,..., 13,2 qq xxxx  

5. Anchor vertexof each clique = vertex in each clique which is joined to the first vertex 1x  

6. Anchor vertex of the last clique, ;)1(2  qqa xx  

7. Switching pair of vertices, 212 
 lq

xx  (third last vertex) and 12  lq
xx  (second last 

vertex); 

8. Last vertex, .
12


ql xx  

 

3.1.2 The generating set  

 

The following definitions are also required for this proof: 

 

Let },{ 21 xxT   

andT = {the set of vertices of the second last clique which are adjacent to vertices in the last 

clique}. 

 

Then  ;,...,,
21 tkkk xxxT  where ,

2

1


q
t q odd, or ,

2

q
t  q even, and 

 

 S  = the generating setof vertices  

  TT   



Also, if  ,,...,, 21 kxxxS  then we define .
1





k

i

ixS  

3.1.3The two main equations that generate the conjugate eigen-pairs 

 

We will use the relationship xxA  to determine the two main equations that generate the 

conjugate eigen-pairs: 

   

S ll qxx  2  (1) 

and 

 

S lxqSq )1()1(    

 







))1((

)1(

q

xq
S l


 (2) 

 

Substituting (2), into (1) we get: 

 

1;
)1(

)1(
2 




qqxx

q

xq
ll

l 



 

 

so that: 

0))1()((

0)1()1()1(

))1(())1(()1(

2

23

2







qq

qqqqq

qqqq







 
This gives us three eigenvalues: 

 

 ;q  and 

 the conjugate eigen-pair .
2

)1(411 


q
  

 

 

 

 

                      The proof of cases q=2 and 3 can be found in Jessop [ ]‟ 



3,1.4The case 4q  

Refer to Jessop [5]. 

Step 1: Write down first equation using last vertex: equation part of   

xxA  : 171615143 xxxxx 
 

 

Expand left hand side with their neighborsto get vertices belonging to set S: 

 

)(

)()(

)()(

1615143

1715141217161413

171615117542

xxxx

xxxxxxxx

xxxxxxxx







  

 

 

)(4)(2 171713121615145421 xxxxxxxxxxx   

 

Step 2: Put 1516 xx   (second and third largest have opposite signs and are called the 

switching pair) – this guarantees ., 1615 Sxx   

 

Set  21, xxT   and T {all vertices in S that belong to the second last clique, and which 

are neighbours of the lastclique }  ., 1312 xx Then the generating set 

  }.,,,{,},{ 131221131221 xxxxxxxxTTS   

 

Then we have 

 

)(4)(2 17171312145421 xxxxxxxxx   

 

Step 3: Set  ;01454  xxx  

 

17
2

17131221 4 xxxxxx   

 1717
2

131221 4xxxxxx     

 1717
2 4xxS    (1) 

This verifies equation (1) of Section 5.1.2 for the case .4q  

 

Step 4:Taking the neighbours of the vertices in  131221 ,,, xxxxS  we get 

 

 )( 141062 xxxx  )( 5431 xxxx  

 )( 16131110 xxxx )( 15121110 xxxx  )( 131221 xxxx    



 

From above, 16151454 ;0 xxxxx 

0121110131110311062  xxxxxxxxxxx
 

023 131211106321  xxxxxxxx
 

 

613

12

211

13

1710

2

0

2

;

xxSet

x

xxSet

xxSet

xxSet









 

 

)(33232 1312211312217121 xxxxxxxxxxx    

)(3)(3 13122117131221 xxxxxxxxx     


 3

3 17
131221





x
xxxx   


 3

3 17





x
S  (2) 

 

This verifies equation (2) of Section 5.1.2 for the case .3q  

 

 

Step 5: Substitute (2) into (1) to we get 

 

 3

3 17



x
1717

2 4xx    

 171717
2 3)3(4)3( xxx    

 031243 17172617
2

17
3  xxxxx   

 01273 172617
2

17
3  xxxx   

 0)3)(4( 17
2  x  

 4 or
  

2

131

2

3411 



  

 

So, solving this equation, we have eigenvalues ,4 (which is the same as the degree of 

the vertices in the 4-cliqued graph), and the conjugate eigen-pairs .
2

131
  

 

Let   .,...,, 1721
T

xxxx  Then   xxGA K 
*

4
gives 
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
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













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
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







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
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











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


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


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















































17

16

15

14

13

12

11

10

9

8

7

6

5

4

3

2

1

1615143

17151412

17161413

1716151

15121110

16131110

1312109

1312111

11876

9764

9865

9871

7432

8253

17542

1543

141062

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

xxxx

xxxx

xxxx

xxxx

xxxx

xxxx

xxxx

xxxx

xxxx

xxxx

xxxx

xxxx

xxxx

xxxx

xxxx

xxxx

xxxx



 


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
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


















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Step 6:We will now verify equations  (1) and (2)  in this section, using the definition of the 

eigenvector above.  

 

We use the generating set },,,{ 131221 xxxxS  with its sum  

.131221 xxxxS   Now, using equations (4), ( 5) and (15) and(16)  in the above, 

and noting that the variable 2x  is 0: 

 

S  
)( 131221 xxxx  

 

     16132171117132 22 xxxxxxxxx    16217 xxx  
 

 

17131221 3)(3 xxxxx 
 

 1723 xS    



 

3

3 17





x
S  (21) 

 

This is the same result as equation (2) above. 

 

Step 7: We now verify equation (1) in this section, using the definition of the eigenvector 

above. 

 

Next: equation 20 and 6 gives: 

0000)2( 172117  xxxx   

Equation 17 gives 0171  xx and 18 +19 gives: 02 1713  xx and ,012 x so that: 

1713122117
2 4xxxxxx   

 1717
2 4xxS          (22) 

 

This is the same result as equation (1) above.  

 

So we have verified both equations (1) and (2) by using the definition of the eigenvector. 

 

 

3.1.5 The case 5q  

 

Step 1: Write down first equation using last vertexpart of the equation 

xxA 
 

26252423223 xxxxxx   

 

Expand left hand side with their neighborsto get vertices belonging to set S: 



 266542 xxxxx   262524231 xxxxx 
 

 2625242221 xxxxx   2625232220 xxxxx 

 262423224 xxxxx 
 

 252423223 xxxxx    
 

 

2625242322212065421 533332 xxxxxxxxxxxx 
 

 26x
 

 

Step 2: Put 2425 xx   (second and third largest have opposite signs and are called the 

switching pair) – this guarantees no ., 2524 Sxx   

 

Set  21, xxT   and T {all vertices in S that belong to the second last clique, and which 

are neighbours of the lastclique }  ., 2120 xx Then the  

generating set   },,,{,},{ 212021212021 xxxxxxxxTTS   

 

Then we have 

26
2

262322212065421 5332 xxxxxxxxxxx   

 

Step 3: Put  

0;3;0 2322654  xxxxx  

26
2

26212021 5 xxxxxx   

 2626
2

212021 5xxxxxx     

 2626
2 5xxS    (1) 

 

This verifies equation (1) of Section 5.1.2 for the case .4q  

 

Step 4:Taking the neighbours of the vertices in  212021 ,,, xxxxS  we get 

 

 22171272 xxxxx   65431 xxxxx   

 2421191817 xxxxx   2320191817 xxxxx   

)( 212021 xxxx    

 

Switching pair: 2524 xx   and set 0;3;0 2322654  xxxxx  



261271 4;3 xxxx   

23 3xx   

21192018
2

3
;

2

3
xxxx   

01754  xxx
 

242225 2 xxx   

 

 222612 043 xxxx   2221 3003 xxx   









 24212120

2

3

2

3
0 xxxx 








 0

2

3

2

3
0 202120 xxx  

)(4 212021 xxxx  264x
 

)( 212021 xxxx    

 

Therefore 


4

4 26
212021





x
xxxx  

4

4 26





x
S  (2) 

This verifies equation (2) of Section 5.1.2 for the case .4q  

 

Step 5: Substitute (2) into (1) to we get 

 

 4

4 26



x
2626

2 5xx    

 262626
2 4)4(5)4( xxx    

 042054 26262626
2

26
3  xxxxx   

 02094 262626
2

26
3  xxxx   

 0)4)(5( 26
2  x  

 5 or
2

171

2

)4.4(11 



  

 



So, solving this equation, we have eigenvalues ,5 (which is the same as the degree of the 

vertices in the 5-cliqued graph), and the conjugate eigen-pairs .
2

171
  

 

Let   .,...,, 2621
T

xxxx  Then   xxGA K 
*

5
gives (see Jessop [ ]: 
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Step 6:We will now verify equation  (2) in this section, using the definition of the 

eigenvector above.  

 

We use the generating set },,,{ 222121 xxxxS  with its sum  

.222121 xxxxS   Now, using equations (4),( 5),(23) and (24)  in the above, and 

noting that the variable 02 x : 

 

S )( 222121 xxxx    

    







 222121202221222612 2

2

3

2

3
3343 xxxxxxxxxxx 









 0

2

3

2

3
202120 xxx

 

 

  26212021 44 xxxxx 
 

 2644 xS    



 

4

4 26





x
S  (30) 

 

This is the same result as equation (2) above. 

 

Step 7: We now verify equation (1) in this section, using the definition of the eigenvector 

above. 

 

(24) +(25) yield: 

022 262220  xxx  (31) 

From (29) we get 

26223 xxx 
 

 22326
2 xxx  

 

Substituting (6) and (25), we get 

26
2x     26126222 03 xxxxx   (32)

 

Adding (31) and (26)  to (32) we get 

26
2x       26222026126222 2203 xxxxxxxx  +  262221 0 xxx 

 



   26212021 5xxxxx 
 

 2626
2 5xxS    (33) 

 

This is the same result as equation (1) above.  

 

So we have verified both equations (1) and (2) by using the definition of the eigenvector. 

 

3.1.6 Eigenvalues of general case 

 

Refer to Section 3.1 for the vertex notation and definitions. We require the following 

additional definitions to clarify the proof for the general case, where .6q  

 

1. 1x  is the first vertex (central vertex);  

2. 2x  is the second vertex; 

3. 3x  is the third vertex;   

4. Vertices in first clique = ;,,..., 13,2 qq xxxx  

5. Vertices in last clique = ;,,,,..., 1231, llllaa xxxxxx   

6. Anchor vertexof clique is the vertex in each clique which is joined to the first vertex

;1x  

7. Anchor vertex of the last clique, ;)1(2  qqa xx  

8. Switching pair of vertices are 212 
 lq

xx  (third last vertex) and 12  lq
xx  (second 

last vertex); 

9. 
12


ql xx is the last vertex; 

10. lx is the sum of the neighbours of lx i.e.

223213 ...   lllaaal xxxxxxxx
 

11. Q is the set of vertices in the last clique which give „‟0‟‟ equations, i.e.,

},...,,{ 321  laa xxxQ  and   Qxxx lll  ,, 12  

12. Neighbours of  llla xxxxx ,,, 121   and all other neighbours of ax from  fromQ 

(which are 0) 

13. Neighbours of lx  lxN  

  q
lll xxx ,...,, 21  

 123213 ,,,....,,,,  lllaaa xxxxxxx  



14. The sum of the neigbours of qixi
l 1; is  lx  

15. The set T   consists of vertices from  lx  which belong to the second last  (  1q

th) clique, which are neighbours of the vertices from the last ( q th) clique 

 i.e.,  ;,...,,
21 tkkk xxxT  where .

;
2

;
2

1








 



evenq
q

oddq
q

t  

16. },{ 21 xxT   

17. Let S the generating set of vertices then .TTS   

18. P = the set of vertices in the second last clique, excluding the anchor vertex, which 

are not neighbours of the last clique, and are therefore not in T  as defined 

above 

 i.e.,  ;,...,,
121 tqppp xxxP


 where .

;
2

;
2

1








 



evenq
q

oddq
q

t  

19. Q isa subset of ,Q  whose vertices join backwards to vertices of T‟. All vertices in 

Qare in the last clique. 

20. If  ,,...,, 21 kxxxS  then we define .
1





k

i

ixS  

 

 

Step 1- write down the first equation using the last vertex: 

 

lx2   lx   

 1x       central vertex 

 1542 ...  qq xxxxx  all vertices in first clique

321 )2(...)2(...)2(,)2()2(   ltaaaa xqxqxqxqxq
 

 

  12 )2()2(   ll xqxq lqx )...(
21 tkkk xxx 

)...(
121 tqppp xxx


  

 

Step 2:  Set 21   ll xx    switching vertices 

  

 Step 3: Put    ;0...54  qxxx };0,...,0,0{Q  

  ;)2(1 aq xqx   

 



Then, 

lx2  0...0021  xx  

  00...00   

  lll qxxqxq   22 )2()2(  

  )...(
21 tkkk xxx   

  )0...00( 

  )...(
2121

2

tkkkll xxxqxxxx   

  
tkkkll xxxxxqxx  ...

2121
2   

  Sqxx ll
2   

 ll qxxS  2  (1) 

 

Step 4: 

 

Now we look at the neighbors of the generating set S: 

},...,,{},{
2121

'

tkkk xxxxxTTS 
 

where ,
2

1


q
t q odd, and ,

2

q
t  q even. 

 

Neighbours of aqqqq xxxxxx  )1(222221 ,....,,,:  

Neighbours of 1,4312 ,...,,,: qxxxxx  

Sum of neighbours of   QPtTtT
'' )1(

 
 

Then the sum of the neighbors of the elements of S: 

S  )....( )1(22222   qqqq xxxx )...( 1431  qq xxxxx  

   ')1( ' QPtTt  

 

From before:  

Put   ,;)2(};0,...,0,0{;0... 21154   llaqq xxxqxQxxx  

 

S  )....( )1(22222   qqqq xxxx  

  ))2(0...0( 31 axqxx   

  

2
')1(   lxPtTt  

 )1(2222321 ....)2(   qqqqa xxxxqxxx
 

 2
')1(   lxPtTt  



 

Set 

 

12

)2(2

22

12

23

)3(

0

)1(

)2(

;)2(



















lal

qqqa

lq

q

xxqx

xx

xqx

xqx

xqx


 

 

S  ....)1()2()2()2( 1221  la xqxqxqxqxx   

 aa xqPtTtx )3()1(0 '  
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Then, 
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Substituting (2) into (1), we get 
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So, solving this equation, we have eigenvalues ,q (which is the same as the degree of 

the vertices in the q-cliqued graph), and the conjugate eigen-pairs .
2

)1(411 


q
  

 

3.1.7General eigenvector 
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tpx ifq is even, as P has one more vertex than T when q is even. 

 

12q
x 2 lx  

 ,)3( 2 llaa xxxxqx   
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The general eigenvector will have  14  tq  entries which contain .21   llla xxxx  

Zero equations (obtained from all vertices in the last clique, which connect backwards to the 
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3.1.8The final general equations 

 



As in the specific cases for 4q and ,5 we need to verify the following two equations using 

the values of the entries in the eigenvector: 
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We shall now prove that equation (1) holds for values of the eigenvector: 
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ll qxx   which is equation (1) above. 

 

Using the vector values as per 5.1.8, and referring to section 5.1.7, we have verified that 
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So we have verified both equations (1) and (2) by using the general definition of the 

eigenvector. Substituting (2) into (1), we solve for the conjugate eigen-pair. □ 

   

This concludes the proof of the conjugate eigen-pair of the adjacency matrix associated with the q-cliqued 

graphs, as constructed in section 2. It is interesting to note that the conjugate eigen-pair are a function of 

the clique number of the graph. 

 

In the next section, we determine the eigen-bi-balanced properties of  q-cliqued graphs associated with the 

conjugate eigen-pair .
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4 Eigen-bi-balanced properties of q-cliqued graphs 
  

Now that we have determined the conjugate eigen-pair for the class of q-cliqued graphs, we can 

determine the eigen-bi-blanced properties as defined in Winter and Jessop [7], for this newly defined class 

of graphs. We recall from Section 3 that the conjugate eigen-pair is  
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q
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cliqued graphs as defined in Section 2. We will determine the eigen-bi-balanced properties of the class of 

q-cliqued graphs, associated with this conjugate eigen-pair. We note the importance of the central vertex, 



which is connected to the anchor vertex of each of the q sub-cliques in the q-cliqued graphs. The proof of 

the following results can easily be verified. 

 

Theorem 4.1 

 

For the class of q-cliqued graphs and the conjugate eigen-pair 
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1. The class of q-cliqued graphs is sum*(-1)*eigen-pair balanced with respect to the conjugate 

eigen-pair   ;
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2. The class of q-cliqued graphs is product*  q1 *eigen-pair balanced with respect to the 

conjugate eigen-pair   ;
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3. The class of q-cliqued graphs has eigen-bi-balanced ratio 
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4. The class of q-cliqued graphs has eigen-bi-balanced ratio area 
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5. The class of q-cliqued graphs has qabba  with respect to the conjugateeigen-pair

   .
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Proof 

 

1. The sum of the conjugate eigen-pair  ba, is 
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Therefore, the class of q-cliqued graphs isexact sum*(-1)*eigen-pair balanced. It is 

interesting that it is the conjugate pair of eigenvalues that satisfy the  

sum*(-1)*eigen-pair balanced criteria.  

 

2. The product of the conjugate eigen-pair  ba,  is 
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We have shown that the product of the conjugate eigen-pair is an integral function of q i.e., 

   1 qqf  where 1q  is also the degree of the vertices in a complete graph of orderq. 

These eigenvalues are therefore non-exact product*  q1 *eigen-pair balanced.  

 

3. The eigen-bi-balanced ratio is 
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 Note that the eigen-bi-balanced ratio is equal to the negative of the reciprocal of the product 

of the conjugate pairs. The asymptote of this ratio is 0, as the value of q increases. So 
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4. The eigen-bi-balanced ratio area is 
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When 1n  we have 0Ar  so that 0c .  
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5. Design graphs and an entomological experiment 

The study of the interaction between insects and host-specific plants is important in bio-control situations 

and is well documented - see Jans and Nylin [4].   Many such experiments use block designs (see, for 

example, Coll [2]) and optimal scheduling would be advantageous when there is the occurrence of large 

number of treatments and blocks.  

5.1 Design graphs 

We can associate designs with the q-cliqued graphs as follows: the vertices are the treatments and the 

blocks are the neighbours of each vertex (see Jessop [5]). Since we have a q-cliques graph which is a 

block design graph, any application of graph theory to our graphs can be applied to its associated design, 

and in particular to experiments where block designs can be used to study the interaction of insects and 

plants. One of the important studies in graph theory is vertex colourings of graphs. It can be shown that a 

graph‟s chromatic number is greater or equal to the order of its largest clique, since a complete graph on n 

vertices requires n colours for a proper colouring. 

Thus for our q-cliqued block graphs, their chromatic number is greater than or equal to q. Jessop 

[5]showed that qG
qK )(

*
 . We now apply a 3-colouring to the design associated with the 3-cliqued 

block graph relating to an entomological experiment. 



 

 

5.2 Experiment 

We investigate the effect of 3 different species of insects on 10 different types of leaves (plants). We will 

have 10 cages containing the leaves and the insects, and they will be labelled as Cage 1, …, Cage 10. 

We have 3 sets of leaves, each containing 10 different leaves. These leaves are to be divided (arbitrarily) 

into 10 cages, each cage labelled Cage 1, Cage 2,..., Cage 10. Thus each type of leaf must appear 3 times 

in the experiment so that we need 3 sets of the 10 leaves.  

The effect of three species of  insects (using 10 insects per species) on the leaves in each cage will be 

studied. The insects will be labelled The application of the 3 different insects to the mini-groups (cages) 

must be done in the smallest number of time sessions, such that the following conditions hold: 

A1.    Each mini-group of triple leaves must be exposed to 3 different insects. 

A2.    An arbitrary mini-group of leaves will be called the central-trial set or central cage, and denoted by

1v . 

A3. There must be 3 groups of 3-cliques P, Q and R of cages not containing the central trial set. 

A4.    Each cage in a clique cannot receive insects at the same time. 

A5.     Exactly one member from each different clique must receive a 3-set of insects at the same time, as 

well as not at the same time as the central cage receives its 3-set of insects. 

A6.     Exactly one member of each different clique, different from the cages in A5, must not receive a 3-

set of insects at the same time.  

A7.    The three clique groups receiving the insects must be interchangeable (permutable) so that each 

clique can be exposed to all 3 insects other than the control. 

 

These requirementscan be depicted in a 3-cliqued graph, where its central vertex is the central-trial set. 

The 10 vertices (labeled 1 to 10) represent the 10 cages each containing  a set of 3 leaves, the 3 leaves in 

each cage (vertex) having their labels from the neighbour of the vertex (this is the block of the associated 

design).  

 

The edges (adjacent cages) of the 3-cliqued graph represent tubes connected to the cages (vertices) with 

the condition that the tube cannot be open at both ends at the same time - forcing the insect into only one 

cage incident with the edge at a time. 

 

The 3-cliqued graph has 15 edges, each vertex incident with 3 edges so that three different insect sets of 

10 insects will be used. The proper colouring of the graph will refer to the time sessions when the insects 

can be released subject to conditions A1 – A7. 

 



The chromatic number 3 refers to the condition where we require the smallest number of time sessions so 

that conditions A1 – A7hold. 

The 10 blocks containing 3 different leaves from the 10 different leaves will be: 

 

1. {2,5,8};  2.  {1,3,4}; 

 

3.  {2,4,10}; 4.  {2,3,6}; 

 

5.  {1,6,7}; 6. {4,5,7}; 

 

7. {5,6,9};  8.  {1,9,10}; 

 

9.  {7,8,10};  10. {3,8,9}. 

 

The colouring is as follows (see figure 5.1): 
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Figure 5.1The graph of 
*

3K
G  

Put 3 colours red, green and blue – vertex 1 coloured blue, vertices 2,5,8colouredgreen, vertices 4,7,10 

coloured blue, vertices 3,6,9 coloured red. 

Label the insects i(1), i(2),…,i(30), where i(1+; 3k); i(2+3k)  and i(3+3k), k=0,1,2,…9,represent the three 

different species (10 each), and allocate them as follows: 

 

1. The trial-set is the (arbitrary) block 1={2,5,8} – this block contains leaves 2,5 and 8 and is 

colouredblue. The other blocks which are colouredblue are: block 4={2,3,6}; block 7={5,6,9}; 

block 10={3,8,9}. We release insects i(1), i(2), i(3) into cage 1, i(4), i(5), i(6) into cage 4, i(7), i(8), 

i(9) into cage 7 and i(10), i(11), i(12) into cage 10 (we only open the side incident with these 

vertices). 

2. For the vertices 2={1,4,3}; 5={1,6,7}; 8={1,9,10} colouredgreen we release the next 9 insects (3 

per vertex): i(13) to i(21). 

3. For the remaining 3 vertices 3={2,4,10}; 6={4,5,7}; 9={7,8,10} colouredred,we release the 

remaining 9 insects (3 for each vertex): i(22) to i(30). 

With this assignment of colours in ,
*

3KG  we will now show that the 7 conditions are satisfied. 

We have now released all the insects in the least number of time sessions of 3, each cage being exposed to 

3 different insects, satisfying A1. 

The central cage receives insects at a different time from a block from each clique, and these respective 

blocks receive insects at the same time, satisfying A5. 

The 3 cliques P,Q and R each do not have their 3 blocks receiving insects at the same time (all blocks are 

adjacent in each clique) and do not contain the central cage, satisfying conditions A3 and A4. 

The edges between the cliques allow condition A6 to be satisfied. 

Three 5-cycles through the central cage are each coloured with 3 colours representing the central cage not 

receiving insects at the same time as a cage from each block required in A5.  2 cages from 2 separate 

cliques do receive insects at the same time and 2 cages from the same separate cliques do not. 

Once we have applied the insects with 3 different time sessions, we keep the central vertices fixed and 

rotate the vertices (cages) of each clique once keeping the edges (tubes) fixed releasing 27 (fresh insects 

other than those released into vertex 1). For example, the block represented by vertex 2 with colourgreen, 

has edges (insects) i(13),i(14),and i(15). These insects remain connected to the tubes when we rotate, but 

vertex 4 will replace vertex 2 or vertex 3 will replace vertex 2. This rotation allows each block of the 

clique to receive each of the 3 (edges of the triangle) of the clique. Keeping the edges fixed of each clique 

and rotating the vertices of each clique (not the colours of the vertices), and doing this for two sessions on 

3-time intervals, each block of each clique will then have been exposed to the 9 insects connected to each 

clique. 



After the first two time sessions, we fix the edges (tubes)  and we move the whole cliques (as vertices) 

around without changing the vertex colouring, so that conditions A1, A2 still hold, and each blockother 

than the trial block, is exposed to all 27 insects involved in the 3 cliques. Thus condition A7 holds without 

violating any other condition. 
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