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Abstract: Let {X,, n > 1} be independent and identically distributed random variables
with each X, following skew normal distribution. Let M, = max{Xy, 1 < k < n} denote the
partial maximum of {X,, n > 1}. Liao et al. (2014) considered the convergence rate of the dis-
tribution of the maxima for random variables obeying the skew normal distribution under linear
normalization. In this paper, we obtain the asymptotic distribution of the maximum under power
normalization and normalizing constants as well as the associated pointwise convergence rate under
power normalization.
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1 Introduction

The skew normal distribution is introduced by Azzalini[l]. Because of being able to
model skew data, it has more widely applied areas than normal distribution. The probability

density function (pdf) of the standard skew normal distribution is
fin(x) =20(2)P(Ax), —o0 <z < 400,

where ¢(-) stands for the standard normal pdf and ®(-) stands for the standard normal
cumulative distribution function (cdf). It is well-known that if A = 0, the the standard skew
normal distribution deduces to the standard normal distribution.

One interesting problem in extreme value theory is to investigate the rate of uniform

convergence of F(-) to its extreme value distribution function. For the uniform convergence
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rate under linear normalization, see Hall[2], Peng et al.[3], Liao and Peng[4], Liao et al[5]. and
Chen and Huang][6]. For the uniform convergence rate under power /nonlinear normalization,
see Chen et al[7]. and Chen and Feng[8]. For the rate of convergence under second regular
condition, see Peng and Nadarajah[9] and Liu and Peng[10].

The aim of this paper is to derive the asymptotic distribution of the distribution of the
maxima for random variables following the skew normal distribution with parameter A under
power normalization and the associated pointwise convergence rate under power normaliza-
tion. Our main result could be used to measuring the error committed by substituting the

exact distribution of the maximum with the asymptotic distribution in analytical studies.

2 Preliminary Lemmas and Main results

In this section, we give some lemmas which need to prove our main results.
Let Fy(z) and fy(x) denote the cdf and pdf of the skew normal distribution, respectively.
Liao et al.[5] obtained the Mills ratios of the skew normal distribution as following lemma:
Lemma 2.1 For all x > 0, we have
(a) if A <0,
1— F\(x) 1

IROERES S (2.1)

as r — +00;
(b) if A >0,
L-A@) 1 (2.2)
r(z) x
as x — +0o.
Liao et al.[5] also established the distributional tail representation of the skew normal
distribution as following lemma:

Lemma 2.2 Let F(x) denote the cdf of the skew normal distribution. Then

_ “g(t)
1—Fy(z) =c(x) exp(—/1 mdt), (2.3)
where
(a) if A <0,
exp{—(1+ \?)/2}
c(x) NI £ ) as T — +00,
1 2
f(z) = [(ESOrs g(f)zl‘l‘m; (2.4)
(b) if A > 0,
c(x) — <7r2€> i , as x — +00,
f(z) = é, g(m)zl—i—%. (2.5)



Remark 2.1 By Lemma 2.2 combining with Corollary 1.7 of Resnik[11] we have F\ €
D;(A) and the associated linear norming constants a,, and b,,.

Next we cite some results which come from Mohan and Ravi[12]. Let r(F') = sup{z|F(z) <
1} represent the right end point of a distribution F.

Lemma 2.3 Let F' be one distribution function. If F' € D;(A) and r(F') = +o0, then

F e D,(®)
with the power normalizing constants «,, and f3,, are defined by

ap = bna Bn = an/bna (26)

where ®,(z) = exp(—1/x).

Lemma 2.4 Let F' be a distribution function, then F' € D,(®,) if and only if

(i)r(F) > 0, and

(1) imy s (r) %W = exp(—y), for some positive valued function f.

If (ii) holds for some f then — far(F)(l —F(z))/xdx < oo for 0 < a < r(F) and (ii) holds
with the choice f(t) = 1/(1—F(t)) /"
may be chosen as o, = F< (1—1/n) and 3, = f(«a,), where F< (z) = inf{y : 1— F(y) > z}.

Now we give the asymptotic distribution of the distribution of the maxima for indepen-

(1—F(x))/z dz. The power normalization constants

dent and identically distributed random variables obeying the skew normal distribution.

Theorem 2.1 Let {X,,,n > 1} be a sequence of independent and identically distributed
random variables with common distribution F' which follows the skew normal distribution.
Then F' € D,(®,), i.e.

M,
lim P (‘
n—oo 6%

n

Bn

sign(M,) < x) = lim F"(a,|z|" sign(z)) = ®,(z),
n—0o0

and the normalizing constants can be chosen as «,, = by, 3, = a,/b,, where

(i) for A <0,
2logn)* logl log(—2) 1
an = (32E5) - REER L ECRE L oftogm) )
1+ A (1+X2)2(2logn)2
1 1
b (1+X2)a2  2logn 2.7)
(ii) for A > 0,
1 loglogn + logm 1
a, = (2logn)? — ————"— +o((logn)"2)
2(2logn)?
1 1
Bn=— (2.8)

a? ~ 2logn’



We provide another main result. Theorem 2.2 shows the convergence rate of F™(a,x%)
to its limit is proportional to 1/logn.

Theorem 2.2 Let {X,,,n > 1} be a sequence of independent identically distributed
random variables with common distribution F following skew normal distribution. For X\ €

R, z > 0 and sufficiently large n,
|F™ (az™) — ®1(z)] ~ exp (2™ )a ™" By, (2.9)

where power norming constants «,, and 3, are defined by (2.7) and (2.8).

3 Proofs

Proof of Theorem 2.1. We just prove the case of A < 0, as for the case of A > 0 is similar.
By Remark 2.1 and Lemma 2.3, we have F' € D,(®;). By (2.1) and Lemma 2.4, we can
choose the power noming constant «,, that make it satisfy the equation 1 — F)\(a,,) = 1/n.

bt 25(0)0(a) 1
(11;/\2)04; o (3.1)

By some elementary calculations similar to the of proof Proposition 3 of Liao et al., we have

(2logn>é ~ loglogn + log(—2A)

oy =

— + 0((10gn)*%).

I (1+A2)2(2logn)?
By (2.4) and Lemma 2.4, we have
flam) 1 1
= - ~ , 3.2
P an (14+A?)a2  2logn (3:2)
The proof of the result is complete. O

Proof of Theorem 2.2. In this we just give the proof of the case of A < 0, as for the proof
of the case of A > 0 is similar.
Noting the following Mills ratio concerning the standard normal distribution provided
by Mills[13]: for all z > 0, as z — +o0,
1—-®(x) 1
o) @
and utilizing the symmetric property of ®(—x) =1 — ®(—z), and (2.1), we have

LS AQ;U?) (1+0(z2)).

1—Fy(z) =2 21+ X)) (=Ar) texp <—

So,

14 N2
2

1 — Fy(apz®) = (ax®) 72 (1 + X)) 71 (=A71) L exp < (anx5“)2> (14 O((apz®)™%))

1 2
=0, 2 (1 + A?) 7' (=A7m) texp (— —;)\ ai) =P

X exp (—(1 +;\ )t (22Pn — 1)> (14 O((anz)™2)). (3.3)



Noting that e* =1+ z + O(2?), as z — 0, and by (3.2), we have

L+ (™)™ = 14 (14 X%) Bz
=1+ (14 A)B.(1— 2B, logz + O(B2))
=1+ 0(8,). (3.4)

Substituting (3.4) into (3.3) and combining (3.1) with (3.2), we have

1= Flaa™) = o~ exp { R B }(1 +0(5)
26, _

Observe that

a?n —1 2 2
5 " 2logz + 26, log” z + O(B;).

Hence, we have

L~ Flana®) = o~ exp(~log — S log* = + O(5)(1 + O(5,)
= exp(~2, log — flogx + O(5)(1+ O(5,))
1

= — (1~ Bu(2log +log®x) + O(B,).

Noting log(1 — x) = —z + O(2?) and e” = 1 + x + O(x?) as z — 0, thus, we have

F"(00a®) — exp(—) = {1 — (1= fu(2log + log* ) + own))} — exp(—)

= exp <_al; + %5n(2logx +log® ) + O(ﬁn)> - exp(—%)
= exp(~1) (3 Bu(2log +1og* ) + O(5,).

Our desired result follows.
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