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Abstract. It is an important problem to study the correlativity of two random variables. The
correlation coefficient can be used to measure the correlativity of two random variables and the
generalized correlation coefficient can be used to measure the correlativity of two random vectors .
In this paper, The property of Moore Penrose generalized inverse has been proved and we make
use of it to mainly discuss the property of generalized correlation coefficient of two random vectors

and obtain some meaningful results.
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1 Introduction

Let xand ) respectively be p-dimension and g-dimension random vectors, V' is covariance
matrix of xand Y, That is

X Vix Cov(x, NS4
v) \Cov(yx)  V(y) )V Vs
Ly Ly
Because non-zero eigenvalues of V};VWV)&:VW is the same as Vyi VyxV;Vx} Vyi , the

. + + . . +
non-zero eigenvalues of V¥ V.V = is not negative . Here A" expresses Moore Penrose

generalized inverse matrix of matrix A . When the rank of VJ;V;XV);V)W is r, it can be proved that

the eigenvalues of V'V V'V ., A',A,+- is not larger than number 1. Let

wooyxs e xy

A, :1/&*,1':1,2,-” , then ﬂ,i(izl,Z,--- is called canonical correlation coefficient of

xand Y. The correlativity of random vectors x and ) can be measured by function of canonical

correlation coefficient and five kinds of generalized correlation coefficient are defined by using

' This work is supported by the Science and Technology Program of Shandong Universities of
China(J10LAS57J11LA04) and the Base Research Program of Science and Technology of Qingdao City(10-3-4
-4-2-jch)

2 Corresponding author: mhwang@yeah.net

65


http://www.iciba.com/basic/
http://www.iciba.com/research/

International Journal of Mathematical Engineering and Science
ISSN : 2277-6982 Volume 1 Issue 1

http://www.ijmes.com/ https://sites.google.com/site/ijmesjournal/

canonical correlation coefficient in article [1]. Hoetelling[2] has defined another two kind generalized

correlation coefficient. References [3-6] discuss the properties and applications of generalized
correlation coefficient. In this paper ,we use 7z(x,)) to stand for generalized correlation coefficient

of x and y.

2 The Main Results

Theorem1 LetA be n*n square matrix and C be n xn nonnegative symmetric matrix.

If AC = CA, then
ACT=C"A4 ()
Proof. As matrix C > 0, there is an orthogonal square P to make
C= P([X g]P', Ar=diag(A. 2,

So, AC =CA can be written

Ar 0 Ar 0
AP P'=P P'A. 3)
0 O 0 0
Multiplying both sides of (3) onthe leftby P' and ontheright by P, we have
Ar 0 Ar 0
P'AP = P'AP 4)
0 O 0 0

4, 4,
Let P'AP = , then
21 2
A, A\(Ar 0 (Ar 0)(4, 4, )
AZI AZZ 0 O - O 0 A21 AZZ

AN 0Y (Ard,  Ard, ©)
AAr 0) L0 0

That is,

So we can get

A Ar=Ard,,

Ay Ar=Ard, =0
and the more,

AN =N A, AN = A4, =0, 7)
Yet,
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P'AP(AF_I OJP'P=P'AP(AF_1 0]
0 0 0 0
_ 4, A, At 0

_(Azl Azzj[ 0 0]

3 AN 0 B AN 0
_(ANA;"I oj_{ 0 0]

-1 -1
pel N Upapo | M Opiyp
0 0 0 0

_ Art 0 4, A,
0 04, 4y

By the above, we know that
Art 0 A0
AP P'=P P'A ®)
0 0 0 0
According to the property of Moor Penrose generalized matrix, there is

A " -1
A YA
0 0 0 0

-1 -1
act=4p| N Yppl N Opiyocia
0 0 0 0

Therefore

Theoreml is true.o
Theorem 2 Let A4 and B respectively be p Xp and g xq square matrix which exist the inverse,

and
AV, =V, A, BV =V B.
Then
rz(Ax, By) =rz(x, y) (10)

Proof. Because the covariance of AX and BY is
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V{ijz[ V(Ax) Cov(Ax,By))

By ) | Cov(By,Ax) V(By)
(1)
AV A" A nyB '
|\ BV,A'" BV B
The canonical correlation coefficient of Ax and By (pi > O) satisfies the following equation
‘(BVWB')+ BV, A4V, A') AV B'-p}1|=0 (12)
By Theorem land AV _=V_A, BVW = VWB , we can get that
AV = V;A ,BV); = V;B,
So there is
(4v, 4"y =(4a") Vo4 (BV, B =(B) VB (13)
In fact

(AN vidatav, ar(a)viat =(4")via
Av, A4 ) VIA'AV_A'= AV _A'

(A vA (4 via ) —(av,viat)

XX XX

XX XX

=(v. vy =v.v;

Ay () o

(a7 viatav,a)

—

(var) =V

XX XX

=(A") Vit av, 4

Here we make use of AV, =V_A, AV =V A and V. V. =V_V,

xx©oxx t

According to the definition of Moore Penrose matrix we know that (A V. A ')+ = (Afl ) V);z‘f1

. :
is correct and we can use the same method to testify (B V,B ') = (Bi1 ) Vy;Bi1 .
Substituting (13) into (12), we have

‘(B_l ) VBBV, A(A) VA" AV, B~ pP1|=0.
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That is

VoV, VoV, —pd=0 (14)

wox

This means that the canonical correlation coefficient of Ax and By Equals the canonical

correlation coefficient of x and ¥, so their generalized correlation coefficient equals too.o

The above result can be generalized. Let A and B respectively be nxp and mxq matrix with

full column rank . They have the singular value decomposition 4 =FA O, and B=PBEA,Q,,

where F,Q,,Pand Q, are orthogonal matrix, A, and A, are diagonal matrix.
Theorem3  For the above matrix 4 and B, when
ANOYV, =V NG, AzQzVW = VWAzQz >
we have the following result
1z(Ax,By)=rz(X,y) (15)

Proof. let pi2 >0 be the canonical correlation coefficient of Ax and By , then

p; satisfies the following equation

‘(BVWB ') BV, A(AV,A) AV, B'-p!1|=0.

Substituting 4 =BA,Q, and B=PA,Q, into the above equation, we can get

(A.007,0.'A,) A0V, 0" A (MOV.0'A) AQV, 0" A = 01| =0 (16
Note AQV_ =V _AQ, , AzQzVW = VWAzQz .
According to Theorem 1, there is a result
AlQle: = V;A1Q1 > AzQzV); = V);AzQz
By the proving procedure of Theorem 2, we have
N 1\ . 1
(A1Q1Vxe1 Al) = ((A]Ql) ) Vxx (AIQI)
' + -1 ' + -1
(AzQszsz Az) = ((AzQz) ) Vyy (AzQz)
To substitute them into (16), we can get
Vv Vv, —pl|=0 (17)

This completes the proof of theorem 3.0
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