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Abstract. Automated discovery of rules is, due to its applicability, one of the 

most fundamental and important method in Knowledge Discovery in 
Databases(KDD).  It has been an active research area in the recent past. 
This paper presents a classification algorithm based on Evolutionary 
Approach(EA) that discovers interesting classification rules in the form 
If P Then D.  A flexible encoding scheme, genetic operators and a 

suitable fitness function to measure the goodness of rules are proposed 
for effective evolution of rule sets. The proposed algorithm is validated 
on several datasets of UCI data set repository and the experimental 
results are presented to demonstrate the effectiveness of the proposed scheme 
for automated rule mining.  
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1   Introduction 

With rapidly increasing capabilities of accessing, collecting, and storing data, 
Knowledge Discovery in Databases (KDD) has emerged as a new area of research in 
computer science. The objective of KDD systems is to extract implicitly hidden, 
previously unknown, and potentially useful information and knowledge from 
databases. Data Mining is a core stage in the entire process of KDD which applies an 

algorithm to extract interesting patterns[7],[9].  Typically, the number of patterns 
generated from massive datasets is quite large, but only some of them are likely to be 
useful for the domain expert analyzing the data. The most effective way of reducing 
volume of discovered pattern is so called interestingness measures[6]. There are two 
types of such measures namely, objective and subjective measures. Objective 
measures are those that depend only on the structure of a pattern and which can be 

quantified by using statistical methods.  On the other hand, subjective measures are 
based on the subjectivity and understandability of the user who examine the 
patterns[5],[11].  Classification systems are useful techniques in data mining, which 
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are supervised learning methods that induce a classification model from a 
database[1],[8],[10],[12],[13],[23]. The discovered knowledge is usually presented in 
the form of If P Then D classification rules because this method presents a high-level, 

symbolic knowledge presentation and contributes the comprehensibility of the 
discovered knowledge[10].  In any data mining task involving prediction discovered 
knowledge should have high predictive accuracy. Discovered knowledge should also 
be interesting to the user. Discovered knowledge may be highly accurate and 
comprehensibility, but it is uninteresting if it states the obvious or some pattern that 
was previously-known by the user[2],[4].  

The Evolutionary Algorithms (EAs) are adaptive techniques that can be 
successfully used to solve complex search and optimization problems. They are based 
on the principles of genetics and Darwin‟s natural selection theory[8],[16],[17]. In 
essence, an EA maintains a  population of “individuals”, where each individual 
represents a candidate solution to the target problem. EAs are iterative generate-and-
test procedures, where at each “generation”  a population of individuals is generated 

and each individual has its “fitness” computed. The fitness of an individual is a 
measure of the quality of its corresponding candidate solution. The higher the fitness 
of an individual, the higher the probability that the individual will be selected to be a 
“parent” individual. Certain operators are applied to the selected parent individuals in 
order to produce “children” individuals. The important point is that, since the children 
are in general produced from parents selected based on fitness, the children (new 

candidate solutions) tend to inherit parts of the good solutions of the previous 
generation, and the population as a whole gradually evolves to fitter and fitter 
individuals (better and better solutions to the target problem)[14],[15]. Traditional 
rule generation methods, are usually accurate, but have brittle operations. EAs on the 
other hand provide a robust and efficient approach to explore large search space[25].  

A Numerous attempts have been made to apply EAs in data mining to tackle the 

problem of knowledge extraction and classification. Several EA designs, for 
discovering classification rules, have been proposed in the 
literature[1],[2],[3],[4],[25]. In recent studies, a lot of variation in the basic structure 
of classification rules are suggested by researchers for the knowledge discovery 
[18],[19],[20],[21][22],[24],[27] . 

This paper presents a classification algorithm based on Genetic Algorithm(GA) 

that discovers accurate, simple and interesting classification rules in the form If P 
Then D from datasets. 

2   The Proposed GA Design 

In this section GA approach is presented for the automated discovery of interesting 
classification rules as the underlying knowledge representation. The evolutionary 
system is able to acquire information from datasets and extract interesting 
classification rules for each available class, given the values of some attributes, called 
predicting attributes. The basic idea is to consider a population composed by 
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individuals each representing a single candidate rule, and to gradually improve the 
quality of these rules by constructing new fitter rules until  a fixed maximum number 
of generations have been reached. 

2.1 Genetic Representation 

To solve an optimization problem, GAs start with the chromosome(string) 
representation of a parameter set. The search space, or the population, is a set of 
chromosomes on which genetic operators can perform. The proposed GA in this work 
follows Michigan‟s approach to represent rules which each individual is encoded as a 
single classification rule of the form If P Then D, where P is the rule antecedent and 

D is the rule consequent.  The antecedent of this rule can be formed by a conjunction 
of at most n-1 attributes, where n is the number of attributes being mined. Each 
condition is of the form Pi = Vij, where Pi is the ith attribute and Vij is the jth value 
of the ith attribute‟s domain. The consequent consists of a single condition of the form 
Dk = Vkl, where Dk is the kth goal attribute and Vkl is the lth value of the kth goal 
attribute‟s domain[25]. A string of fixed size encodes an individual with n genes 

representing the values that each attribute can assume in the rule. This encoding is 
shown in Fig. 1. 
                           

P1 P2 P3 … … Pn-1 

Fig. 1.  Individual representation. 

The genes are positional, i.e. the first gene represents the first attribute, the second 
gene represents  the second attribute and so on. If an attribute is not present in the rule 
antecedent, the corresponding value in gene is „„#‟‟. This value is a flag to indicate 
that the attribute does not occur in the rule antecedent. Hence, this encoding 
effectively represents a variable-length individual (rule). The decision part does not 
need to be coded into the chromosome, as it would be explained later.     

2.2   Genetic Operators 

Genetic operators are one of the most important components of GAs. They are being 
used to manipulate or recombine the genetic material of candidate rules and introduce 
new genetic material[3]. The proposed algorithm uses a well-known roulette wheel 
selection method as the fitness proportionate selection operator. An elitist 
reproduction strategy is used, where the best individual of each generation was passed 

unaltered to the next generation.  
Crossover is the process by which genetic material from one parent is combined 

with genetic material from the second parent to produce potentially promising new 
offspring. The intention of this operation is to avoid the solution process to converge 
to local optimum. In the present work one point crossover is used as recombination 
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operator.  Mutation operator randomly transformed the value of an attribute into 
another value belonging to the domain of that attribute.  

2.3   Fitness Function 

Fitness functions are used to measure the goodness of rules. The choice of the fitness 
function is very crucial as it leads the search by evolutionary algorithms towards the 
optimal solution. For the proposed system the Rule Interestingness (RI) measure[26] 
is used as a fitness function. RI is based on statistical properties of the 
rules(objective). As already mentioned, the discovered rules are of the form, 
If P Then D, where 

NP Number of instances matching P. 
ND Number of instances matching D. 
NBOTH Number of instances matching both P and D. 
NTOTAL Total number of instances. 
The fitness function is computed as per the following formula: 

    
                           Fitness = NBOTH − (NP × ND / NTOTAL)                                         (1)      

 

Fitness measures the difference between the actual number of matches and the 
expected number if the left- and right-hand sides of the rule were independent. 
Generally the value of Fitness is positive. A value of zero would indicate that the rule 
is no better than chance. A negative value would imply that the rule is less successful 

than chance[9]. 

 In the chess dataset if the rule If inline=1  wr_bears_bk=2 Then class=safe is 
discovered. For this rule NP =162, ND=613, NBOTH=162 and NTOTAL=647. So the 
Fitness is computed using the formula(1), as under: 

Fitness= 162- (162 × 613 / 647) =8.513. The Fitness value indicates that the rule 

can be expected to correctly predict 8.513 more correct classifications (on average) 
than would be expected by chance[9]. 

3   Computational Results 

This section reports the results of computational experiments with some public 
domain data sets[28]. In the following experiments each decision (class) in a dataset 
is dealt with separately. During each run, the same decision (class) under 
consideration is assigned to all the individuals in the population. Assuming that the 
application domain has four classes we need to run GA four times i.e. in the first run 
GA would search for class1, in the second run for the class 2 and so on. The Then 

(decision) part of the rule does not need to be encoded into the individual. In effect, in 
a given run of the GA all individuals are searching for rules predicting the same class. 
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   This approach simplifies the design of the proposed scheme and it is particularly 
natural when the user is not interested in a complete classification rule set (where 
different rules predict different classes), but is rather only interested on rules 

predicting a predetermined class [14]. Each data set was randomly partitioned into 
two parts with 2/3 of the instances used for training and 1/3 of the instances used for 
testing the quality of the discovered rules. The data-specific parameters and the 
parameters, which are encountered during the rule discovery are listed in the Table 1.  

Table 1.  Parameters used for the experiments. 

Dataset Population size Maximum number of 
generations 

Crossover rate Mutation rate 

Zoo 100 100 0.75 0.01 
Balance 50 200 0.75 0.01 
Nursery 80 500 0.75 0.01 

 

The performance of the proposed algorithm on different datasets is demonstrated 
below: 

Experiment 1: 

The Zoo data set was used for this experiment. This dataset has 101 examples, 17 

predicting attributes and a goal attribute, which can take 7 classes. The predicting 
attributes were nominal. Table 2 presents the final 7 rules discovered by the GA  one 
rule for each class. 

Table 2.  Result for the Zoo dataset. 

No. Discovered Rules Fitness 

1 If Milk =1  Then Class=1 17.64 

2 If Milk= 0  Venomous=0 Then Class=2 9.00 
3 If Aquatic =1  Fins=1 Then Class=4 6.05 

4 If Venomous=0  Tail=0 Then Class=6 3.49 

5 If Aquatic=1  Breath=0  Then Class =7 3.03 

6 If Catsize=0  Predator = 1 Then Class = 3 2.65 

7 If  Hair=0  Tail=0 Then Class = 5  1.70 
 

It is also important to evaluate the performance of the rule set as a whole. As usual 
in the literature, this evaluation was done by measuring the accuracy rate on the test 
set, i.e. the ratio of the number of instances correctly classified over the total of 

instances in the test set. The accuracy rate for the discovered rule set was 99%. 

Experiment 2: 

This experiment was carried out on the  Balance data set. This data set has 625 
instances (49 Balanced, 288 Left, 288 Right), 4 predicting attributes and a goal 
attribute.  The proposed scheme would discover the following classification 
rules(Table 3). 
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Table 3.  Result for the Balance dataset. 

No. Discovered Rules Fitness 

1 If Left-Weight =1  Then Class=R 34.85 

2 If Right-Distance= 1 Then Class=L 29.37 
3 If Left-Distance=3  Right-Weight= 3 Then Class=B 2.46 

Any way, it is interesting to evaluate the performance of the set of  discovered 
rules as a whole, by measuring the accuracy rate, as done in the previous experiment. 
The accuracy rate of the discovered rule set was 89.99%. 

Experiment 3: 

The Nursery data set was used for this experiment This data set contains 12960 
instances, 8 attributes and a goal attribute which can take 5 classes(not_recom, 
recommend, very_recom, priority, spec_prior). The attributes are all categorical. 
Table 4 shows the rules generated from this data set. 

Table 4.  Result for the Nursery dataset. 

No. Discovered Rules Fitness 

1 If health=not_recom  Then Class=not_recom 21.48 
2 If health=priorty Then Class=spec_prior 16.94 

3 If has_nurs=proper Then Class=priority 11.62 
4 If social=non_prob    health= recommrnded Then  

Class=  very_recom 

9.67 

5 If housing=convenient  childern=1 Then Class=recommend 1.83 

 

In this experiment the accuracy rate of the discovered rule set was 99.9%. 

4   Conclusion and Future Work 

In this paper, a GA approach to automated discovery of interesting classification rules 
is presented and evaluated. The proposed algorithm is an alternative to find 
classification rules with simple, concise, high predictive accuracy and interesting are 
based on the experimental results. The present work seems to be particularly effective 

in finding a concise set of comprehensible and interesting rules, since it discovers 
only a single rule for each class. Other data mining algorithms often discover several 
rules for a single class, which makes it difficult for the user to understand the 
numerous discovered rules. One direction for future research   of developing a method 
of the distributed-population GA where each subpopulation is associated with a goal 
attribute value. 
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