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Abstract. Maximum likelihood estimation of the negative binomial distribution via numer-

ical methods is discussed.

1. Probabilty Function

1.1. Definition.

The probability density function(pdf) of the (discrete) negative binomial(NB) distribution[3]
is given by

pnb(y |r, p) =

{

0 y < 0
Γ(r+ y)pr(1− p)y

Γ(r)Γ(y+1)
y> 0

(1)

where the notation y |r, p means “y given r and p” with r and p being parameters of the density
function and y being the outcome variable. r is the number of events until the experiment is stopped
and p is probabilty of success in each event. Since the NB is a discrete distribution we have

∑

y=0

∞

pnb(y |r, p) =
∑

y=0

∞
Γ(r+ y)pr(1− p)y

Γ(r)Γ(y+1)

=1

(2)

1.1.1. Moments.

The mean of the NB distribution is

∑

y=0

∞

ypnb(y |r, p)=
r (1− p)

p
(3)

and the variance
∑

y=0

∞ (

y−
r (1− p)

p

)

2

pnb(y |r, p) =
r (1− p)

p2
(4)

Of course the higher moments exist but those will not be listed here.

1.1.2. Log-Likelihood Function.

The log-likelihood function is the same function as the logarithm of the probability density,
just considered from a different perspective.

ℓ(r, p|y) =ln (pnb(r, p|y))
=ln (pnb(y |r, p))
=ln (Γ(r+ y)pr(1− p)y)− ln (Γ(r)Γ(y+1))

(5)

It is more convient to work with the log-likelihood function ln (pnb(r, p|y)) than the likelihood
function pnb(r, p|y) and to consider the value of the parameters r, p given the vector of observed
data y1, y2,	 , yN.

ℓ(r, p|y1	N) =
∑

i=1

N

ℓ(r, p|yi)

=Nr ln (p)−Nln(Γ(r)) +
∑

i=1

N

ln (Γ(r+ yi))+ yi ln (1− p)− ln (Γ(y1+1)

(6)

2. Maximum Likelihood Estimation

2.1. Derivatives.

1



To find the maximum likelihood estimates of r and p given y1	N we first differentiate ℓ(r,
p|y1	N) with respect to p and set it to 0.

∂ℓ(r, p|yi)

∂p
=

Nr

p
+
∑

i=1

N

−
yi

1− p
=0 (7)

to get the maximum likelihood estimate of p

p=
Nr

Nr+
∑

i=1
N yi

(8)

Then differentiate with respect to r and substitute the maximum likelihood estimate of p to
eliminate it from the equation and get an equation with 1 unknown instead of 2.

∂ℓ(r, p|yi)

∂r
=N ln (p)−NΨ(r)+

∑

i=1

N

Ψ(r+ yi)

dℓ(r |yi)

dr
=N ln

(

Nr

Nr+
∑

i=1
N yi

)

−NΨ(r) +
∑

i=1

N

Ψ(r+ yi)

=0

(9)

The equation
dℓ(r|yi)

dr
has no closed-form solution so the root has to be found with numerical

methods.

2.2. Estimation.

2.2.1. Brent’s Algorithm.

Brent’s algorithm[1] is particularly well-suited to the optimization of this problem and an
implementation of the algorithm in the Java language is available as part of the Apache Commons
Mathematics Library[2].
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