THE NUMERICAL GENERALIZED LEAST-SQUARES
ESTIMATOR OF AN UNKNOWN CONSTANT MEAN OF
RANDOM FIELD

T. SUSLO

ABSTRACT. We constraint on computer the best linear unbiased generalized
statistics of random field for the best linear unbiased generalized statistics of
an unknown constant mean of random field and derive the numerical gener-
alized least-squares estimator of an unknown constant mean of random field.
We derive the third constraint of spatial ststistics and show that the classic
generalized least-squares estimator of an unknown constant mean of the field
is only an asymptotic disjunction of the numerical one.

1. THE BEST LINEAR UNBIASED GENERALIZED STATISTICS

Remark. To simplify notation we use Einstein summation convention then
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Let us consider the random field V;; j € Ny with an unknown constant mean
m and variance ¢ its estimation statistics VJ and the variance of the difference
R; = V; — V;, where E{V;} = E{V;} = m, as covariance

DV -V} = Cov{(V; = V;)(V; = V;} o
Cov{V;Vj} = Cov{V;Vj} — Cov{V;Vj} + Cov{V;V;}
- Cov{V;V;} = 2Cov{V;V;} + Cov{V;V;}
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and the linear estimation statistics (weighted variable) Vy = w;Vi; jCi=1,...,n
at 7 > n+1 then
D*{R;} = Cov{V;V;} = 2Cou{V;Vj} + Cov{V;V;}

= Var{Vj} =2000{)_wiViVi} + Cov{(Q_wiVi) (D wiVi)}
= o- QZw‘;C’ov{ViVj} + ZZW‘;W‘?COU{%W}
7 7 l
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(1) = o £ 20°wWipi Foowipaw;
where p;;; ¢ =1,...,nis given vector of correlations and py; ¢,1=1,...,nis given

(symmetric) matrix of correlations (see Appendix A).
The unbiasedness constraint (the first constraint on the estimation statistics)

B(R} = BV, — V}) = B{V;} — B{V}} = E(V}} — E{Vi) =m—m> i =0
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The minimization constraint (the second constraint on the estimation statistics —
the statistics is the best)

OD*{R;
@) % = +207p;; F 20°pawh F20° fisp] =0,
J
where (1)
DRy} = 202“?“‘7 T UZ“’;Puw; F 20° (w;'fu —1) Nyl' ,
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produces n equations in n 4+ 1 unknowns the kriging weights wj» and a Lagrange

parameter /1]1»
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this system of equations if multiplied by wj»
Wi piw's + Wi fig pf = wipij
N~
1
and substituted into
DX{R;} = B{[V; = i} = E2{V; = V;}
N— ———
0
= E{[(V; =m) = (V; —m)]*}
E{[V; = m]*} = 2(E{V;V;} —m?) + El{[Vj —m]?}
02 — 207\ pis| + o2l put |
= o2 + 20’2w}pij F Uzw}p”wé

since variance of the (estimation) statistics is minimized

E{[V; =m]’} = Cov{(wjVi)(«}Vi)}

= ZZW§W§COU{WW}
i

= 0'2|w§pilw§
:Fazw;»pilw‘lj
(4) = Fo(Wipij — 1))
gives minimized
(5) D*{R;} = E{[V; = ViI*} = B{[(V; =m) = (V; = m)*} = o (1 & (W}pij + 11}))
the constraints (2) and (3) produce n + 1 equations in n 4+ 1 unknowns
1

pi1 oo pia 1 w; pij
(6) Pt - Pnn 1 wi Pnj
1 ... 1 0 ! 1
———’
(n+1)x(n+1) (n+1)x1 (n+1)x1

2. THE CLASSIC BEST LINEAR UNBTASED GENERALIZED STATISTICS OF AN
UNKNOWN CONSTANT MEAN OF THE FIELD

Remark. When we consider an independent set of the random variables V;; i =
1,...,n with an unknown constant mean m and variance ¢ the best linear unbiased
ordinary (estimation) statistics ‘73 = w‘;VZ» of the field V;; j C ¢ =1,...,n has the
asymptotic property

(7) Tlim E{w{Vi — m]*} =0

whilst for spatial dependence between random variables (the best linear unbiased
generalized statistics) we get (see Appendix B)
(8) lim lim E{[w‘;Vi—m]z}ZO .

N—00 j—00
Due to different asymptotic limits between (7) and (8) the ordinary least-squares
estimator of an unknown constant mean m of the field, the best linear unbiased es-
timator of an unknown constant mean m of the field, can not be so easy generalized
(like it was in past).
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Let us constraint the best linear unbiased generalized (estimation) statistics Vy =
w;V; of the random field V;; j C ¢ = 1,...,n, when for finite n and j — oo the
vector of correlations simplifies to

P1j 1
(9) Lol =¢ E—=0" (oré—=0M)
Pnj 1
———’ ——r
nx1 nx1
then from (2)
(10) Jlggo wipij = Wi fir = ¢

it holds (5)
(11) Jim E{[V; —wjVi]*} = Jim o*(1 £ (Wipij + p)) = > (1 £ (€ +p)))

for the co-ordinate independent statistics of an unknown constant mean of the field
V; with the constraint on (11)

(12) Jim B{[V; —wjVil"} = o* = B{[V; —m]’}

given by constrained from (11)

(13) pi=—¢
and from (9) the system of equations (6)
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of the classic best linear unbiased generalized statistics for finite n and j — oo of
an unknown constant mean of the field
FIA-YY
1 li V=
16) AV = FaeE
where
Vi
V= :
Va
N——’
nx1
with constrained minimized variance of the best linear unbiased generalized (esti-
mation) statistics (4) as its variance (from(10) and (13))

(17 lim E{lwiVi —m]*} = Jlim Fol (Wipiy —pn)) = Fo (€ — pf) = Fo2
then (from(14))

Fo?
FIA-LF
with the classic generalized least-squares estimator for finite n and j — oo of an
unknown constant mean m of the field

lim E{[w'V —m]*} = F6%2¢ =
j—oo

F'A~ v
o
(18) Jm ' = ERs

based on observation v seen as outcome of V.

3. THE NUMERICAL BEST LINEAR UNBIASED GENERALIZED STATISTICS OF AN
UNKNOWN CONSTANT MEAN OF THE FIELD

To remove the asymptotic limit of the classic best linear unbiased generalized sta-
tistics for finite n and j — oo of an unknown constant mean m = E{V;} of the
field V; with the constraint (12)

Jim B[V~ w{Vil*) = 0% = B{[V; — ]’}

the best linear unbiased generalized (estimation) statistic of the field Vj; j C i =
1,...,n at finite j >n+1=182+41
n=182
Vi= 2 wivi
i=1

given by the kriging algorithm (6) for n = 182

-1
w; P11 ... pm 1 Pi1j
u]l» 1 1 0 1
N —’
(n+1)x1 (n+1)x(n+1) (n+1)x1

the negative correlation function with the parameter ¢t = 182+ 1,...,182+ 139

2
(19) p(A;) =14 1 00200 [Aqg /1], for Ajj = |i—j[ >0,
! +1, for Ajj = |i—j| =0,
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Vari ance of the Field
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FIGurRE 1. Variance of the numerical best linear unbiased gen-
eralized statistics for finite n at finite j > n 4+ 1 = 18241 of an
unknown constant mean m = E{V;} of the field V; in units of
the variance o2 of the field computed 139 times for the negative
correlation function (19) with the parameter ¢t = 182+1,...,182+
139.

was constrained (from (5)) on computer (139 times) for the numerical best linear
unbiased generalized statistics for finite n at finite j of an unknown constant mean
m = E{V;} of the field V; with the third constraint of spatial statistics

(20) E{[V; = wiVil*} = o® = E{[V; — m]*}
equivalent to
(21) Wipij+pj =0

with constrained minimized variance of the best linear unbiased generalized (esti-
mation) statistics (4) as its variance (see Fig. 1).

Our aim was to derive for the negative correlation function (19) with the parame-
tert = 18241, ...,182+ 139 the numerical generalized least-squares estimator w‘;vi
of an unknown constant mean m = E{V;} of the field V; in fact the proper best
linear unbiased (generalized) estimator of an unknown constant mean m = E{V;}
of the field V; given at finite j > n 4+ 1 = 182 4+ 1 by numerical approximation to
root of the equation (21). This (co-ordinate dependent) generalized least-squares
estimator wiv; was compared to the (co-ordinate independent) classic generalized

J .
least-squares estimator lim;_ o w} v; of an unknown constant mean of the field (18)

. , F'A= v
muwv=———
j—roo F'A-LE
based on the same observation an initial amplification v; = vy, ..., v1g2 of long-lived

asymmetric index profile recorded by 600 close quotes of Xetra Dax Index shown
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F1GURE 2. Long-lived asymmetric index profile, Xetra Dax Index
from 23 X 1997 up to 10 TIT 2000 (600 close quotes) the numerical
generalized least-squares estimator wj»vi of an unknown constant
mean m = E{V;} of the field V;; j C 7 =1,...,182 (black dots)
based on v; = vy, ..., v182 1s compared for the negative correlation
function (19) with the parameter ¢t = 18241, ..., 1824139 at finite
Jj > n+1 = 18241 to the classic generalized least-squares estimator
j»vi of an unknown constant mean m = E{V;} of the field
V; (grey line) with the same correlation function and based on the
same sample. The classic estimator is the first approximation of
the numerical estimator at final j = 577 for final £ = 182 + 139.
The dashed vertical line represents j = n = 182.

lim; 00 w

in Fig. 2 then
v1

V182
N———
nx1

with the same correlation function (19).
Since the classic best linear unbiased generalized statistics for finite n and j — oo
of an unknown constant mean m = E{V;} of the field V; with the constraint

lim B{[V; - wiVil’} = * = B{{V; = m]"}

is an asymptotic digjunction for j — oo of the numerical best linear unbiased
generalized statistics for finite n at finite j of an unknown constant mean m =
E{V;} of the field V; with the constraint

E{[V; = wiVil*} = 0% = B{[V; = m]’} |

then the correct classic generalized least-squares estimator lim;_, oo w}vi of an un-

known constant mean m of the field is an asymptotic disjunction for j — oo of the
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“v; of an unknowm constant mean

numerical generalized least-squares estimator w?

m of the field (see Fig. 2).

4. SUMMARY

It was shown that the (estimation) statistics of the field V;;j Ci=1,...,n with
an unknown constant mean m and variance o2

n
Vj = Zw;VZ = w;VZ
i=1
that assumes — the unbiasedness constraint (2)
EVj}— E{uiVi} = 0
that assumes — the minimization constraint (3)

OD*{V; —wiVi}

0
Ow}
given by the kriging system of equations (6)
pi1 - pin 1 W; Pij
1 ... 1 0 ! |
————r’ ——’
(n+1)x(n+1) (n+1)x1 (n+1)x1

is the best linear unbiased generalized (estimation) statistics of random field V;
with minimized variance of the statistics

(22) BA[wiVi = m)*} = F0? (Wipij — 1)
and minimized
(23) E{[V; = wiVil*} = o* (1 £ (wipij + 1] ))

and the asymptotic property (Appendix B)
lim lim E{w;V; —m]*} =0

n—00 j—00
constrained once again from (23) on computer — the third constraint of spatial
statistics
1712 2 2
E{[V; —wiVil"} = o = E{[V; —m]"}
is the numerical best linear unbiased generalized statistics for finite n at finite
J of an unknown constant mean m = E{V;} of the field V; with the numerical
generalized least-squares estimator wjv; of an unknown constant mean of the field
and its asymptotic disjunction for j — oo the classic generalized least-squares

iy; of an unknown constant mean of the field.

estimator lim;_, o w5
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APPENDIX A. THE SIGN OF THE TERMS

If for correlation matrix p;; ¢,/ = 1,...,n that consists of unit diagonal ele-
ments (see (19)) and non-positive off-diagonal elements holds

wépilwé <0
like at 7 > n+1 for vector p;;; ¢ = 1,..., n that consists of non-positive correlations
holds

w‘;pij <0
then (1)

DZ{Rj} =0+ 20’2w§pij — O'Zw;pilw‘lj
for non-negative correlation function
DZ{Rj} =g’ - 20’2w§pij + O'Zw;pilw‘lj
for white noise
D*{R;} =+ O'Zw;pilw‘lj ,
where p;; is the identity matrix.

APPENDIX B. THE ASYMPTOTIC PROPERTY OF THE BEST LINEAR UNBIASED
GENERALIZED STATISTICS OF RANDOM FIELD

Since (17) '
lim E{[w;V; — m)?} = Fo?2t
j—oo
where (14)
¢ = 1
T OF'A-LF
and )
. o
8, Ay

we get the asymptotic property of the best linear unbiased generalized statistics of
random field

lim lim E{[w;VZ -m]*}=0.

n—00 j—00
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