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Abstract

It is a part of my Algebraic General Topology research.

In this article, I introduce the concepts of funcoids, which generalize proximity spaces
and reloids, which generalize uniform spaces. The concept of funcoid is generalized concept
of proximity, the concept of reloid is cleared from superfluous details (generalized) concept of
uniformity. Also funcoids generalize pretopologies and preclosures. Also funcoids and reloids
are generalizations of binary relations whose domains and ranges are filters (instead of sets).

Also funcoids and reloids can be considered as a generalization of (oriented) graphs, this
provides us with a common generalization of analysis and discrete mathematics.

The concept of continuity is defined by an algebraic formula (instead of old messy epsilon-
delta notation) for arbitrary morphisms (including funcoids and reloids) of a partially ordered
category. In one formula are generalized continuity, proximity continuity, and uniform con-
tinuity.

Keywords: algebraic general topology, quasi-uniform spaces, generalizations of proximity
spaces, generalizations of nearness spaces, generalizations of uniform spaces

A.M.S. subject classification: [54J05, 54A05, 54D99, 54E05, 54E15, 54E17, 54E99

Table of contents

1 Common ... ... ... e 2
1.1 Draft status . . . .. .. 2
1.2 Earlier works . . . . . . 2
1.3 Used concepts, notation and statements . . ... ... ... ... ... ... .. ... .. .. 3

1.3.1 Filters . . . . o 3

2 Partially ordered dagger categories . ... ... .. ... ... .. ... .. .. .. ... ... 4
2.1 Partially ordered categories . . .. ... ... ... a4
2.2 Dagger categories . . . . . .. a

2.2.1 Some special classes of morphisms . . ... ... .. L o L L b

3 Funcoids . . . . ... 6
3.1 Informal introduction into funcoids . ... ... ... ... ... ... .. . . (]
3.2 Basic definitions . . . . ... rd

3.2.1 Composition of funcoids . .. ... ... ... .. 8
3.3 Funcoid as continuation . .. ... .. ... 9
3.4 Lattices of funcoids . . . . . . .. L 1T
3.5 More on composition of funcoids . . ... ... ... .. L o o 2
3.6 Domain and range of a funcoid . .. ... .. ... .. ... o 13
3.7 Categories of funcoids . . . . . ... . 14
3.8 Specifying funcoids by functions or relations on atomic filter objects . ... ... ... 15
3.9 Direct product of filter objects . . . . ... ... o7
3.10 Atomic funcoids . . . . . ... 19
3.11 Complete funcoids . . .. .. ... .. . 20
3.12 Completion of funcoids . . ... ... ... .. .. 23
3.13 Monovalued and injective funcoids . .. ... ... ... .. . L L L L. 25

%. This document has been written using the GNU TgEXy acg text editor (see www.texmacs.org).



2 SECTION 1

3.14 Tgy-, T1- and Th-separable funcoids . . . . ... ... ... ... . ... ... ... ...
3.15 Filter objects closed regarding a funcoid . .. .............. ... .......

4 Reloids . . . . . . e

4.1 Composition of reloids . . . . . . ... L
4.2 Direct product of filter objects . . ... . .. ... ...
4.3 Restricting reloid to a filter object. Domain and image ... ...............
4.4 Categories of reloids . . . . .. ... L
4.5 Monovalued and injective reloids . . . .. ... ... oL oL L
4.6 Complete reloids and completion of reloids . ... ... ... .. ... ... .......

5 Relationships between funcoids and reloids . . . . ... ........ ... .......

5.1 Funcoid induced by areloid . ... ... ... ... .. ..
5.2 Reloids induced by funcoid . ... ... ... ..
5.3 Galois connections of funcoids and reloids . . . ... ... ... ... ... .. ... ...

6 Continuous morphisms ... .. ... ... .. .. ...

6.1 Traditional definitions of continuity . ... ... ... ... . ... ... ... . ...
6.1.1 Pre-topology . . . .. .. . ..
6.1.2 Proximity spaces . . . . . ... .. ..
6.1.3 Uniform spaces . . . . .. ...

6.2 Our three definitions of continuity . ... ... ... ... . ... ... ... . ..

6.3 Continuousness of a restricted morphism . .. ... ... .. ... . L.

7 Connectedness regarding funcoids and reloids . . ... ..................

7.1 Some lemmas . . .. .. ...
7.2 Endomorphism series . . . .. ... ..
7.3 Connectedness regarding binary relations . . ... ... ... ... . ... . ... ..
7.4 Connectedness regarding funcoids and reloids . . . .. ... ... .. ... ... ..
7.5 Algebraic properties of S and S* . . ... ...

Appendix A Some counter-examples . . ... .. ... ... o
9 Second product. Oblique product . ... ... ... ... ... ... ... ... .....

Bibliography . . . . . . ..

1 Common

1.1 Draft status

This article is a draft, an almost ready preprint.

This text refers to a preprint edition of [I5]. Theorem number clashes may appear due editing

both of these manuscripts.

1.2 Earlier works

Some mathematicians researched generalizations of proximities and uniformities before me but they
have failed to reach the right degree of generalization which is presented in this work allowing to

represent properties of spaces with algebraic (or categorical) formulas.
Proximity structures were introduced by Smirnov in [5].
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Some references to predecessors:
o In [6], [7], [12], [2], [T9] are studied generalized uniformities and proximities.
e Proximities and uniformities are also studied in [10], [11], [18], [20], [21].

e [8] and [9] contains recent progress in quasi-uniform spaces. [9] has a very long list of related
literature.

Some works ([I7]) about proximity spaces consider relationships of proximities and compact topo-
logical spaces. In this work is not done the attempt to define or research their generalization,
compactness of funcoids or reloids. It seems potentially productive to attempt to borrow the
definitions and procedures from the above mentioned works. I hope to do this study in a separate
article.

[@] studies mappings between proximity structures. (In this work no attempt to research
mappings between funcoids is done.) [I3] researches relationships of quasi-uniform spaces and
topological spaces. [I] studies how proximity structures can be treated as uniform structures
and compactification regarding proximity and uniform spaces.

1.3 Used concepts, notation and statements

The set of functions from a set A to a set B is denoted as B4.

I will often skip parentheses and write fz instead of f(z) to denote the result of a function f
acting on the argument x.

I will call small sets members of some Grothendieck universe. (Let us assume the axiom of
existence of a Grothendieck universe.)

Let f is a small binary relation.

I will denote (f)X ={fa|aeX}and X[f]Y ©Tzxec X, yeY:x fy for small sets X, Y.

By just (f) and [f] I will denote the corresponding function and relation on small sets.

Az € D: f(z)={(z; f(z)) | x€ D} for every formula f(z) depended on a variable x and set D.

I will denote the least and the greatest element of a poset 2 as 0% and 1% respectively.

For elements a and b of a lattice with a minimal element I will denote a <b when aNb is the
minimal element of the lattice and a3 b otherwise. See [I5] for a more general notion.

1.3.1 Filters

In this work the word filter will refer to a filter on a set (in contrast to [I5] where filters are
considered on arbitrary posets). Note that I do not require filters to be proper.

I will call the set of filters on a set A (base set) ordered reverse to set-theoretic inclusion of
filters the set of filter objects on A and denote it F(A) or just § when the base set is implied and
call its element filter objects (f.o. for short). I will denote up F the filter corresponding to a filter
object F. So we have A C B« up.A D up B for every filter objects A and B on the same set.

In this particular manuscript, we will not equate principal filter objects with corresponding sets
as it is done in [I5]. Instead we will have Base(.A) equal to the unique base of a f.o. A. I will denote
X (or just 1X when A is implied) the principal filter object on A corresponding to the set X.

Filters are studied in the work [I5].

Every set §(A) is a complete lattice and we will apply lattice operations to subsets of such sets
without explicitly mentioning F(A).

Prior reading of [I5] is needed to fully understand this work.

Filter objects corresponding to ultrafilters are atoms of the lattice §F(A) and will be called
atomic filter objects (on A).

Also we will need to introduce the concept of generalized filter base.

Definition 1. Generalized filter base is a set S € 2 \ {05} such that
VA, BeSACe S:CCANB.

Proposition 2. Let S is a generalized filter base. If A;y,..., A, €S (n€N), then
eS:CCAN...NA,.
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Proof. Can be easily proved by induction. O
Theorem 3. If S is a generalized filter base, then up (| S= J (up)S.

Proof. Obviously up (| S 2 U (up)S. Reversely, let K € up (] S; then K =4, N...N A4,
where A; € up A; where A; €S,i=1,...,n, n € N; so exists C € S such that CC A1 N...NA, C
t(A1N...NA,)=1TK, KeupC, K e ] (up)S. O

Corollary 4. If S is a generalized filter base, then (| S=05<05¢€ S.
Proof. N S=05<0cup) S<le U (up)S<IXeS:0cupX<05€S. O
Obvious 5. If S is a filter base on a set A then (14)S is a generalized filter base.

Definition 6. I will call shifted filtrator a triple (2; 3; 1) where 2 and 3 are posets and 71 is an
order embedding from 3 to 2.

Some concepts and notation can be defined for shifted filtrators through similar concepts for
filtrators: (1)up a=up®"3) q; (+)Cora = Cor®{"3) ¢, etc.
For a set 2 and the set of f.o. § on this set we will consider the shifted filtrator (F;2;1).

2 Partially ordered dagger categories

2.1 Partially ordered categories

Definition 7. I will call a partially ordered (pre)category a (pre)category together with partial
order C on each of its Hom-sets with the additional requirement that

fi€fongiCga=gi10 fiCgeo fo

for every morphisms fi, g1, f2, g2 such that Src f; = Src fo A Dst f; = Dst fo = Src g1 = Src g2 A
Dst ag1= Dst go.

2.2 Dagger categories

Definition 8. I will call a dagger precategory a precategory together with an involutive con-
travariant identity-on-objects prefunctor z s .

In other words, a dagger precategory is a precategory equipped with a function z — z' on its
set of morphisms which reverses the source and the destination and is subject to the following
identities for every morphisms f and g:

1 fit=f;
2. (go f)T=flogl

Definition 9. I will call a dagger category a category together with an involutive contravariant
identity-on-objects functor x — zT.

In other words, a dagger category is a category equipped with a function z+— zt on its set of
morphisms which reverses the source and the destination and is subject to the following identities
for every morphisms f and ¢ and object A:

L fit=f
2. (go f)f=flogh
3. (1a)t=14.

Theorem 10. If a category is a dagger precategory then it is a dagger category.
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Proof. We need to prove only that (14)"T=14. Really

(1a)f=(1a)Tola=(1a)To(1a)T=((1a)Tola)T=(14)TT =14 O

For a partially ordered dagger (pre)category I will additionally require (for every morphisms f and
9)

ficdtefcy
An example of dagger category is the category Rel whose objects are sets and whose morphisms are

binary relations between these sets with usual composition of binary relations and with ff= f~1.

Definition 11. A morphism f of a dagger category is called unitary when it is an isomorphism
and ff=f-L

Definition 12. Symmetric (endo)morphism of a dagger precategory is such a morphism f that

f=1t.
Definition 13. Transitive (endo)morphism of a precategory is such a morphism f that f= fo f.

Theorem 14. The following conditions are equivalent for a morphism f of a dagger precategory:
1. f is symmetric and transitive.
2. f=ftof.
Proof.
(1)=(2). If f is symmetric and transitive then ffo f= fo f=f.
(2)=). fT=(flof)f=flofif=flof=f so fissymmetric. f=flof=Ffof, sofis
transitive. 0

2.2.1 Some special classes of morphisms

Definition 15. For a partially ordered dagger category I will call monovalued morphism such a
morphism f that fo fTC1pg ;.

Definition 16. For a partially ordered dagger category I will call entirely defined morphism such
a morphism f that ffo f D lg. I

Definition 17. For a partially ordered dagger category I will call injective morphism such a
morphism f that fTo f Clg. .

Definition 18. For a partially ordered dagger category I will call surjective morphism such a
morphism f that fo fTD1pg -

Remark 19. It’s easy to show that this is a generalization of monovalued, entirely defined,
injective, and surjective binary relations as morphisms of the category Rel.

Obvious 20. “Injective morphism” is a dual of “monovalued morphism” and “surjective morphism”
is a dual of “entirely defined morphism”.

Definition 21. For a given partially ordered dagger category C' the category of monovalued
(entirely defined, injective, surjective) morphisms of C'is the category with the same set of objects
as of C' and the set of morphisms being the set of monovalued (entirely defined, injective, surjective)
morphisms of C' with the composition of morphisms the same as in C.

We need to prove that these are really categories, that is that composition of monovalued
(entirely defined) morphisms is monovalued (entirely defined) and that identity morphisms are
monovalued and entirely defined.
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Proof. We will prove only for monovalued morphisms and entirely defined morphisms, as injective
and surjective morphisms are their duals.

Monovalued. Let f and g are monovalued morphisms, Dst f = Src g. (go f) o (go f)f =

gofoflogiCgolps fogi=golsicgogi=g0gT Clpsg=1pst(gos). S0 go f is monovalued.

That identity morphisms are monovalued follows from the following: 14 o (1 A)T =140
1A:1A:1DstlA g 1Dst1A-

Entirely defined. Let f and g are entirely defined morphisms, Dst f =Srcg. (go f)To(go f)=
ffoglogo fD flolgego f=flolpgsof=fTofDlscs=1lswc(gof) S0 go f is entirely

defined.
That identity morphisms are entirely defined follows from the following: (14)T o 14 =
laola=1la=1grc1, 2 lsrciy,- U

Definition 22. I will call a bijective morphism a morphism which is entirely defined, monovalued,
injective, and surjective.

Obvious 23. Bijective morphisms form a full subcategory.
Proposition 24. If a morphism is bijective then it is an isomorphism.

Proof. Let f is bijective. Then fo f’f C 1pst f, fTo f 2 1src fs ffofC lsre f, fo f’f D 1pst f- Thus
foft=1pssand flo f=1g.s thatis fTis an inverse of f. O

3 Funcoids

3.1 Informal introduction into funcoids

Funcoids are a generalization of proximity spaces and a generalization of pretopological spaces.
Also funcoids are a generalization of binary relations.

That funcoids are a common generalization of “spaces” (proximity spaces, (pre)topological
spaces) and binary relations (including monovalued functions) makes them smart for describing
properties of functions in regard of spaces. For example the statement “f is a continuous function
from a space p to a space v” can be described in terms of funcoids as the formula fopuCrvo f (see
below for details).

Most naturally funcoids appear as a generalization of proximity spaces.

Let § be a proximity that is certain binary relation so that A § B is defined for every sets A
and B. We will extend it from sets to filter objects by the formula:

Ad'Be&VAceup A, BeupB: Ad B.

Then (as it will be proved below) there exist two functions a, 8 € §° such that
A§'Be BNS ad+ 05 < ANS BB+£03.

The pair (; 3) is called funcoid when BNS ad+ 05 < ANS BB+ 03. So funcoids are a generalization
of proximity spaces.

Funcoids consist of two components the first a and the second . The first component of a
funcoid f is denoted as (f) and the second component is denoted as (f~!). (The similarity of this
notation with the notation for the image of a set under a function is not a coincidence, we will see
that in the case of discrete funcoids (see below) these coincide.)

One of the most important properties of a funcoid is that it is uniquely determined by just one
of its components. That is a funcoid f is uniquely determined by the function (f). Moreover a
funcoid f is uniquely determined by (f)|%|jdom (r) that is by values of function (f) on sets.

Next we will consider some examples of funcoids determined by specified values of the first
component on sets.
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Funcoids as a generalization of pretopological spaces: Let o be a pretopological space that is a

map a € F° for some set U. Then we define e U3 {ax | x€ X} for every set X € 220U. We will
prove that there exists a unique funcoid f such that a’={f)| . So funcoids are a generalization
of pretopological spaces. Funcoids are also a generalization of preclosure operators: For every
preclosure operator p on a set U exists a unique funcoid f such that (f)|zs="10p.

For every binary relation p on a set U it exists unique funcoid f such that VX € 220: (f)1X =
Tp)X (where (p) is defined in the introduction), recall that a funcoid is uniquely determined
by the values of its first component on sets. I will call such funcoids discrete. So funcoids are a
generalization of binary relations.

Composition of binary relations (i.e. of discrete funcoids) complies with the formulas:

(go fy={(g)o(f) and ((gof)™H)=(fNo(g").

By the same formulas we can define composition of every two funcoids. Funcoids with this com-
position form a category (the category of funcoids).

Also funcoids can be reversed (like reversal of X and Y in a binary relation) by the formula
(a; B)~t=(B; «). In particular case if p is a proximity we have pu~! = u because proximities are
symmetric.

Funcoids behave similarly to (multivalued) functions but acting on filter objects instead of
acting on sets. Below these will be defined domain and image of a funcoid (the domain and the
image of a funcoid are filter objects).

3.2 Basic definitions

Definition 25. Let’s call a funcoid from a set A to a set B a quadruple (4; B; «; ) where
a€F(B)¥W, B F(A)SP such that

VX eF(A),YeF(B): (VktkaX s X% BY).
Futher we will assume that all funcoids in consideration are small without mentioning it explicitly.

Definition 26. Source and destination of every funcoid (4; B; a; 3) are defined as
Src(A; B;a; 8)=A and Dst(4; B;a; 8) = B.

I will denote FCD(A4; B) the set of funcoids from A to B.
I will denote FCD the set of all funcoids (for small sets).

Definition 27. ((A4; B;«; ﬁ))d:Efoz for a funcoid (A; B; «; B).

Definition 28. (4; B;a; 3)~!=(B; A; 3; a) for a funcoid (4; B; «; 3).

Proposition 29. If f is a funcoid then f~! is also a funcoid.

Proof. It follows from symmetry in the definition of funcoid. i
Obvious 30. (f~1)~1= f for a funcoid f.

Definition 31. The relation [f] € Z(F(Src f) x F(Dst f)) is defined (for every funcoid f and
def

X €F(Src f), YeF(Dst f)) by the formula X[f]Y =YV * (f)X.
Obvious 32. X[f]Y=YV*(f)X < X £ (f~1)Y for every funcoid f and X € F(Src f), Y € F(Dst f).
Obvious 33. [f~1=[f]"! for a funcoid f.

Theorem 34. Let A, B are small sets.
1. For given value of (f) exists no more than one funcoid f € FCD(A4; B).
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2. For given value of [f] exists no more than one funcoid f € FCD(A; B).

Proof. Let f,g€FCD(A; B).
Obviously (f) = (g) = [f] = [g] and (f~1) = (g7!) = [f] = [g]- So enough to prove that

[F1=191= () =(9)-
Provided that [f] = [g] we have YV % (/)X & X[f]Y < X[g]Y < YV * (g)X and consequently
(f)X =(g)X for every X € F(A) and Y € F(B) because a set of filter objects is separable [15], thus

(f)={(g) O

Proposition 35. (f)05re/) = 8Ost f) for every funcoid f.

Proof. ¥ (£)0557 ) & 0867 D) o (1)) & 0 4 Y 05O ). Thus ()05 ) = 0305t ) by
separability of filter objects. O

Proposition 36. (f)(ZUJ)=(f)ZU(f)J for every funcoid f and Z,J € §(Src f).
Proof.

~(f >(IU
{Ye§ | VATV

{(Yes[TUT 4/~

(VeS| T4 NYVIT A
{YeS [ Y£ENIVYANT

{(YeS [ YANHTUNHT

*({(ITU)T)-

Thus (fY(ZUJ)=(fYZU(f)T because §(Dst f) is separable. O

= (by corollary 10 in [T5])

Proposition 37. For every f € FCD(A; B) for every small sets A and B we have:
1. K[fIZUT < K[fIZVK[f)T for every Z,T € F(B), K €F(A).
2. TUJfIKSIIfICV T[fIK for every I, T €F(A), K € F(B).

Proof. 1. K[fIZU J < (ZU J) N (£IK + 05B) o (T n (HK) U (T N (fIK) # 0558 &
N(FIK# 5PV TN (fIK#05D & KTV E[f]T.

2. Similar. (|
3.2.1 Composition of funcoids
Definition 38. Funcoids f and g are composable when Dst f =Src g.
Definition 39. Composition of composable funcoids is defined by the formula

(B; Csag; B2) o (A; By 1) = (A; C a0 aq; Br0 o).

Proposition 40. If f, g are composable funcoids then go f is a funcoid.
Proof. Let f=(A4;B;aq; 51), 9= (B;C;az; f2). For every X € F(A4), Y €F(C) we have

V¥ (agoar)X & Vi, aaX & Xk B2 & Xk B152Y < Xk (Bro B2) ).
So (A4;C;az0ay; f10 B2) is a funcoid. O

Obvious 41. (go f)={(g) o (f) for every composable funcoids f and g.
Proposition 42. (hog)o f=ho(go f) for every composable funcoids f, g, h

Proof.
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((hog)o f)=(hog)o(f)=({R)o(g))o(f)=(h)e({g)o(f))=(h)o(gof)=(ho(go[f)). O

Theorem 43. (go f)~'= f~1og~! for every composable funcoids f and g.

Proof. ((go f) ") =(f""o(g7)=(f"Tog™h. =

3.3 Funcoid as continuation
Let f is a funcoid.

Definition 44. (f)* is the function &?(Src f) — F(Dst f) defined by the formula

(F)X = (15X,

Definition 45. [f]* is the relation between Z(Src f) and Z?(Dst f) defined by the formula
X[f]*Y — TSrc fX[f]TDst fY.

Obvious 46.
L (f)=(f)otdes;
2. [f]* —_ (TDSt f>71 ° [f] OTsrC f.
Theorem 47. For every funcoid f and X € §(Src f) and Y € F(Dst f)

L ()X = ({f))up X;
2. X[f]YeVXecup X, Y cupV: X[f]*Y.

Proof. 2. X[f]Y < YN ()X #05PH o vy cup Y: Py N (f)X # 05PN o vy cup I
[Pty
Analogously X[f]Y < VX €up X: 157X [f]). Combining these two equivalences we get

X[flyeVXcupX,Y cupY: 15X [ 1P Y VX cup X, Y cup V: X[f]*Y.

L YN (X 40 X[flIYeVX eup X5 IX[flY VX eup X: YN (f)*X £ 0505,

Let’s denote W={YN(f)*X | X eup X}. We will prove that W is a generalized filter base.
To prove this enough to show that V ={(f)*X | X €up X'} is a generalized filter base.

Let P,Q€V. Then P=(f)*A, Q= (f)*B where A,BcupX; AnNBecupX and RCPNQ
for R=(f)*(ANB)eV. So V is a generalized filter base and thus W is a generalized filter base.

035Dt N W s | W £ 05PtS) by the corollary @ of the theorem 3. That is

VX eupX:Yn <f>*X7/:OS(Dst f)@yﬁ ﬂ <<f>*>upX7':03(DSt .

Comparing with the above, YN (f)X 40 YN N (f)Hup X £05P D So (X = ((f))upX
because the lattice of filter objects is separable. O

Proposition 48. For every f € FCD(A; B) we have (for every I,J € ZA)

(£ 0=05B) (fy(Iu)=(f) Tu(f)J
and
=(0O[f1*I), TUJ[fI*K<I[f'KV J[f|*K (for every I,Je PA, K € #B),
—(I[f]*0), K[f]*IUJ e K[f]*IV K[f]*J (for every I,J € PB, K € ZA).
Proof. (f)* 0 = (f)140 = (£)05) = 03B (£)*(1 U J) = (1A U J) = (f)(TAT U t4T) =
(IITATU(IAT = (f) TU(f)*J.
I[f]0 < 05B) % (f\AT < 0; T U J[f]'K < tAI U J)[fITPK < 18K * (f)*(I U J) &
TBK A () TU(f) JeBK £ (f) IVIBK £ (f)* < I[fI*"KV J[f]'K.

The rest follows from symmetry. O



10 SECTION 3

Theorem 49. Fix small sets A and B. Let Lp=Af e FCD(A; B): (f)* and Lp=\f € FCD(4; B):
Lf].
1. Lp is a bijection from the set FCD(A; B) to the set of functions o € §(B)?4 that obey the
conditions (for every I,J € P A)

ah=05B) o(IuJ)=alUal. (1)
For such « it holds (for every X € §(A))
(L)X = () (a)up X (2)

2. Lp is a bijection from the set FCD(A; B) to the set of binary relations § € (YA x ¥ B)
that obey the conditions

=06I), IUJOKSISKVJSIK (forevery I,Je PA, K e PB), (3)
=(I60), K6IUJ=KGIVKST (forevery I,JePB, Ke PA).

For such § it holds (for every X € §(4), Y € §(B))
X[Lr )Y eVXecup X, Y eupY: X Y. (4)

Proof. Injectivity of Lr and Lg, formulas (2) (for & € im Lp) and (@) (for § € im Lp), formulas
(T) and (3) follow from two previous theorems. The only thing remained to prove is that for every
a and 6 that obey the above conditions exists a corresponding funcoid f.

2. Let define a € §(B)?4 by the formula d(aX)={Y € B | X§Y} for every X € ZA. (It is
obvious that {Y € #B | XY} is a free star.) Analogously it can be defined 8 € F(A)?Z by the
formula (X)) ={X € ZA| X §Y}. Let’s continue o and § to o’ € F(B)¥) and g’ € F(A)SP)
by the formulas

a'X = ﬂ (a)upX and p'X= ﬂ (B)up X
and ¢ to &' € Z(F(A) x F(B)) by the formula
X§'YevVXecupX,YeupY: X0Y.
VNa' X405 = yn N (a)up X 055 = N (Y N)(a)up X £ 05B). Let’s prove that
W={(¥Yn){a)yupX

is a generalized filter base: To prove it is enough to show that (a)up X is a generalized filter base.
If A,Be{a)upX then exist X, Xo€up X such that 4A=aX; and B=aXs.

Then a(X1NX32) € (a)up X. So (a)up X is a generalized filter base and thus W is a generalized
filter base.

Accordingly the corollary @ of the theorem 3, () (VN )(a)up X # 055 is equivalent to

VX cupX: YNaX #0505,

what is equivalent to VX cupX,Y cup V:1PY NaX £05B) oVX cup X, Y cupV:Y €d(aX) &
VX cup X,Y €up Y: X § Y. Combining the equivalencies we get J N a’X # 058 = X §' Y.
Analogously X N 'Y + 05 = X§'Y. So YN o' X £ 08B = x N By + 034, that is (4; B; o';
B’) is a funcoid. From the formula Y Na'X # 05(B) = X §' Y it follows that

X[(A; B; o; )Y ©1BY Nat4X £ 05B) o 48X /1Y < X Y.

1. Let define the relation § € Z(PA x ZB) by the formula X §Y < 18Y Nna X #05(5),

That —() 6 I) and —(I § ) is obvious. We have I U J § K & 8K N (I U J) # 05B) &
KN (alUuad)#05B) atBKNal £ 05 vABK Nal £05B) o T§K Vv .JJK and

KoITuJetBIu)naK+£05B) o B1utBi) nak #0558 o 1tBInaK)U (1BINaK) +
03B 1B NaK £ 03B vBinaK £05P) o K§IVKS.J.

That is the formulas (3) are true.
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Accordingly the above there exist a funcoid f such that
X[flyeVXecupX,Yecup): X§Y.

VX € ZAY € ZB:(1PY N (/)T X 04X [f11PY & X Y ©1PY Na X #058)), consequently
VX € Z2A:aX =(fIMAX =(f)*X. O

Note that by the last theorem to every proximity ¢ corresponds a unique funcoid. So funcoids
are a generalization of (quasi-)proximity structures.
Reverse funcoids can be considered as a generalization of conjugate quasi-proximity.

Definition 50. Any small (multivalued) function F: A— B corresponds to a funcoid $FPA:B) F e
FCD(A; B), where by definition (1FPABIFYx = N (18)((F))up X for every X € F(A).

Using the last theorem it is easy to show that this definition is monovalued and does not
contradict to former stuff. (Take a =10 (F).)

Definition 51. Funcoids corresponding to a binary relation (= multivalued function) are called
discrete funcoids.

We may equate discrete funcoids with corresponding binary relations by the method of
appendix B in [I5]. This is useful for describing relationships of funcoids and binary relations,
such as for the formulas of continuous functions and continuous funcoids (see below).

Theorem 52. If S is a generalized filter base on Src f then (f)() S= [ ({f))S for every funcoid f.

Proof. (f)( SC(f)X for every X € S and thus (f)() SC ) {(f))S.
By properties of generalized filter bases:

(HNS= NN NS= N (HNUX|FPeS: X eupPh= N {f)'X | TP s
XeuwP}2 N {{fHP | Pes}=N {()S. O

3.4 Lattices of funcoids

Definition 53. f C gd:d[f] Clyg] for f,geFCD.

Thus every FCD(A4; B) is a poset. (Taken into account that [f]+£ [g] if f#g.)
Definition 54. I will call a shifted filtrator of funcoids the shifted filtrator

(FCD(A; B); Z(A x B); 1FCDAiB))
for some small sets A, B.
up fd:efup(FCD(A€B);<@(AxB);TFCD(A;B)) f for every funcoid f € FCD(A4; B).

Lemma 55. (f)*X = {(1P*/(F)X | F€up f} for every funcoid f and set X € #(Src f).

Proof. Obviously (f)*X C N {(1P*f(F)X | Fcup f}.

Let Beup(f)*X. Let Fp=X x BU((Src f)\ X) x (Dst f).

(Fp)X = B.

We have ) # P C X = (Fp)P =B D (f)*P and P ¢ X = (Fg)P =Dst f D (f)*P. Thus
(F)P D (f)*P for every set P € 2(Src f) and so 1FPEC Dt Hlpp 5 f that is Fpeup f.

Thus VB €up (f)*X: Beup () {1P*/(F)X | F cup f} because B € up 1P (Fp)X.

So () {17 (F)X | Feup f} C (f)°X. u

Theorem 56. (f)X =) {<TFCD(SYC f;Dst f)F>X | Feup f} for every funcoid f and X € F(Src f).

Proof. () {(1FPEIPYIRY | F eup f} = N {N APH{(F))up X | F € up f} =
N{N PH(E)X | Xeuwp X} | Feup fi=N{N{"(F)X[Feup f}|XecupX}=
N {27 (f)*X | X eup X} = (f)X (the lemma used). O
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Conjecture 57. Every filtrator of funcoids is:
1. with separable core;

2. with co-separable core.

Below it is shown that FCD(A; B) are complete lattices for every small sets A and B. We will apply
lattice operations to subsets of such sets without explicitly mentioning FCD(A; B).

Theorem 58. FCD(A; B) is a complete lattice (for every small sets A and B). For every R €
PFCD(A; B) and X e A, Y € B

1. X[U R*Y < 3f e R: X[f]*Y;
2. (U Ry X=U{{f)*X | feR}
Proof. Accordingly [T4] to prove that it is a complete lattice enough to prove existence of all joins.
2. osz:er {{f)*X | f€R}. We have af) =0;
aIuJ) = |J{H)Uug) | feRr}

= Jun )*J | feR}
= YL I|feR}uU{ *J | feR}
= alUald.

So (h) 014 = a for some funcoid h. Obviously
VfeR:hDf. (5)
And h is the least funcoid for which holds the condition (). So h=J R.
1. X[U RI'Y 4Py n (U R*X #0850t Do tDstly n (J {(f)*X | feR}£ 05D
JFERAPHIY N (f)*X £ 05PN =3 f € R: X[f]*Y (used the theorem 40 in [T5]). O

In the next theorem, compared to the previous one, the class of infinite unions is replaced with lesser
class of finite unions and simultaneously class of sets is changed to more wide class of filter objects.

Theorem 59. For every f, g€ FCD(A; B) and X € F(A) (for every small sets A, B)
L (fUg)X=(/HXU(g)¥;
2. [fugl=[flulg)
Proof.
L Let a XS (f)X U (g)&; BYZ(f~)Y U (g1 for every X € §(A), Y €F(B). Then

YNaX+0 & YN (fHX#05B) v yn(g)x +055)
& XN(fTHY#0SWvan(g )y +05A
& XNEYF05A)
So h=(A; B; ; B) is a funcoid. Obviously h D fand h D g. If pD f and p D g for some
funcoid p then (p)X D (fYX U(g)X =(h)X that is p2Dh. So fUg=h.

2. X[fUglyeYn(fugd +05B) e yn (/X u(g)X) £ 055 & yn(fa+055) v
Yn(g)X #05P) & X[flYy Vv X[g]Y for every X € F(A), YV €F(B). O
3.5 More on composition of funcoids
Proposition 60. [go f]=[g]o(f)= (g7 1) "Lo[f] for every composable funcoids f and g.

Proof. X[go f]Y e YN {(go fYX£05PD oy (g)(fHX#05Pt D) o (Y X[g]V e X([g]o (f)Y
Eor e;ery?f]es(Srcf),JJES(DStg)- [gofl=[(f"tog ) =[f"tog 7 =([f""o(g"")!
gfl 15 f

O
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The following theorem is a variant for funcoids of the statement (which defines compositions
of relations) that z(go f)z< Jy(x fyAygz) for every x and z and every binary relations f and g.

Theorem 61. For every small sets A, B, C and f € FCD(A4; B), g € FCD(B; C) and X € §(A),

Ze§(0).
X[go f]Z < Iy € atoms 15B): (X[ fly A y[g] Z).

Proof.

Jy € atoms ISP (X[fly A y[g]2) & Jyecatoms15B): (2N (g)y#£05 DA yn(f)x £055)
& Fycatoms 155 (2N (g)y#£ 05O A y C(f)X)
= Z0({g)(f)X #05
& Xgo f]Z.

Reversely, if X[go f]Z then (f)X[g]Z, consequently exists y € atoms ( f)X such that y[g]Z; we
have X[ f]y. O
Theorem 62. For every small sets A, B, C

1. fo(gUh)=fogU foh for g,he€ FCD(4; B) and f € FCD(B;C);

2. (gUh)o f=go fUho f for g,h€ FCD(B; () and f € FCD(A; B).

Proof. I will prove only the first equality because the other is analogous.
For every X, Z € §

X[fo(gUh)|Z & Jy € atoms 155):
B

Xlguhly A y[flZ)

' (

& 3y catoms 155 ((X[gly v X[h]y) A y[f12)

& Jyeatoms 155 (X[gly A y[f1ZV X[hly A y[f]1Z)

& Fyeatoms 15B): (X[gly A y[f]12)V Iy € atoms 15B): (X[h]y A y[f]Z)

& X[fog)ZV X[foh|Z

& X[fogUfohlZ

(|
3.6 Domain and range of a funcoid
Definition 63. Let A is a small set. The identity funcoid I"P = (A; A; (=) |34y (=)]5(4))-
Obvious 64. The identity funcoid is a funcoid.
Definition 65. Let A is a small set, A€ F(A). The restricted identity funcoid
IEP = (A4; A; ANy AN).

Proposition 66. The restricted identity funcoid is a funcoid.
Proof. We need to prove that (ANX)NY#0< (ANY)NX #+0 what is obvious. O

Obvious 67.
1. (IFCD(A))fl _ IFCD(A).

2. (IECD)flzliCD.

Obvious 68. For every X,Y € F(A)
1L X[IFPN ]y e xnYy+£0.
2. X[IEP) Y s AnXnY +0.
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Definition 69. I will define restricting of a funcoid f to a filter object A € F(Src f) by the formula

def
fla= folIfP.

Definition 70. Image of a funcoid f will be defined by the formula im f = ()15 ),
Domain of a funcoid f is defined by the formula dom f =im f~1.

Proposition 71. (f)X = (f)(X Ndom f) for every f€FCD, X € §(Src f).

Proof. For every J € §(Dst f) we have Y N (f)(X Ndom f) #05P*H o X ndom f N (f~HY +
056 ) o X Nimf 1N (fHY£05ED o xn(fHY£056 Do yn(f1a £ 050t ) Thus
(FHYX ={(f)(XNdom f) because the lattice of filter objects is separable. O

Proposition 72. X Ndom f# 056N o ()X £ 05Dt for every f e FCD, X € F(Src f).

Proof. X Ndom f # 056 o 1 n (f~1)15Osth) £ o86re f) o 13Ot o (fyx £ SOt o
()X 05, 0

Corollary 73. dom f= |J {a €atoms 1575 | (f)a 05Dt

Proof. This follows from the fact that §(Src f) is an atomistic lattice. O
Proposition 74. dom f|4=ANdom f for every funcoid f and A € §(Src f).

Proof. dom f|4=im (I5Po f=1) = (IFEPY (f =11 Pt /) = A (f~11PstH) = AN dom f. O
Theorem 75. im f= () (1P /) (im)up f and dom f = ) (157 /) (dom)up f for every funcoid f.

Proof. im f = (f)156)) = N {({FPEe Dt NN SEel) | Feup f} = N (1P /im F | F €
up f}= (P /) (im)up f (used the theorem 56).

The second formula follows from symmetry. O
Proposition 76. For every composable funcoids f, g:

1. If im f Ddom g then im(go f)=1img.

2. If im f Cdom g then dom(go f)=dom f.

Proof.

L im(go f) = (go fHIFE N = (g)(f)155 ) = (g)im f = (g)(im f N dom g) = (g)dom g =
<g>1S(Srcg):img.

2. dom(go f)=1im(f o g~!) what by proved above is equal to im f~! that is dom f. O

3.7 Categories of funcoids

I will define two categories, the category of funcoids and the category of funcoid triples.
The category of funcoids is defined as follows:

e Objects are small sets.

e The set of morphisms from a set A to a set B is FCD(A4; B).

e The composition is the composition of funcoids.

e Identity morphism for a set is the identity funcoid for that set.

To show it is really a category is trivial.
The category of funcoid triples is defined as follows:

e Objects are filter objects on small sets.

e The morphisms from a f.o. A to a f.o. B are triples (f; A; B) where f € FCD(Base(.A);
Base(B)) and dom f CAAim f CB.
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e The composition is defined by the formula (g; B;C)o (f; A;B)=(go f; A;C).
e Identity morphism for an f.o. A is IFP.

To prove that it is really a category is trivial.

3.8 Specifying funcoids by functions or relations on atomic filter objects

Theorem 77. For every funcoid f and X € §(Src f), Y € §(Dst f)
L (f)x=U ((f))atoms X
2. X[f]Y < 3z €atoms X, y € atoms V: z[ f]y.

Proof. 1.
V(X A0SO o xn(f~1)Y+405Ees)

< JreatomsX:axN(f~ > 7’:03(Sr0f)
& Jreatoms X: YN (f)a£05Pst),

d(f)xX=U (9) ((f))atoms X' =) ((f))atoms X"

2. If X[f]Y, then Y N ()X £ 05Pt) consequently exists y € atoms ) such that y N (f)X #
05(Pst 1) x[f]y. Repeating this second time we get that there exist x € atoms X such that z[f]y.
From this follows

Jz € atoms X, y € atoms V: z[ f]y.

The reverse is obvious. O

Theorem 78. Let A and B be small sets.
1. A function a« € § (B)atomSﬁ(A) such that (for every a € atoms 15(4))

aaC ﬂ U a)oatomso T )upa (6)
can be continued to the function (f) for a unique f € FCD(A; B);
(X = U (ayatoms X (7)

for every X € F(A).
2. A relation ¢ € & (atoms A x atoms B) such that (for every a € atoms A, b € atoms B)
VX cupa,Y eupb3Iz catoms T4 X,y catoms TBY: 20 y=adb (8)
can be continued to the relation [f] for a unique f € FCD(A; B);
X[f]Y <z catoms X,y €atoms V: x5y (9)
for every X € §(A), Y €F(B).

Proof. Existence of no more than one such funcoids and formulas (7) and (9) follow from the

previous theorem.
1. Consider the function o’ € F(B)?4 defined by the formula (for every X € 2 A)

a'X = U a)atoms T4X.
Obviously o’ @ =055). For every I,.J € PA
a'(TUJ) = ayatoms 14(1U J)
a')(atoms 147 U atoms 14.7)
{(aYatoms 14T U (a’)atoms 14.J)
a')y atoms t47 U U "Yatoms 4.
= a'Iua’lJ.

(
(
(
(
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Let continue o till a funcoid f (by the theorem A9): (f)X =) (a’)up X.
Let’s prove the reverse of (6):

N (U o (a)catomsot*)upa =

N

<U o () )(atoms)(t*)up a
(U O<0< {{a}}

{(U ofe)){a}}

U@ {a}}

{U {aa}} = ﬂ {aa}=aa.

[
DD N D D)

Finally,
aa= ﬂ <U o () oatomso P )upa = ﬂ (aYupa=(f)a,

so (f) is a continuation of a.
2. Consider the relation §’ € 2 (P A x & B) defined by the formula (for every X € ZA,Y € #B)

X 'Y < 3z catoms T4 X, y € atoms 158Y: 2 0 y.
Obviously —(X §’() and ~(pd§'Y).
For suitable I and J we have:
(IUJ)8'Y < JzcatomstH(IUJ),ycatomstPY:zdy
& Jz catoms T4 Uatoms 147, y € atoms 1BY: 25y
& Jzcatoms I, y € atoms 18Y: 20y Vv Iz € atoms T4, y € atoms 1BY: 26y
& I18'YV JOY

analogously X ¢’ (IUJ) < X §' IV X §'J for suitable I and J. Let’s continue §’ till a funcoid f
(by the theorem 49):
X[f]yeVXecupX,Yeupy: XY

The reverse of (8) implication is trivial, so
VX cupa,Y €cupb3Iz € atoms 14X, y € atoms 1BY: 20y < adb.

VX cupa,Y cupbIx €atoms X,y €atoms tPY:25y= VX cupa,Y cupb: X 'Y < a| f]b.
So adb< alf]b, that is [f] is a continuation of 4. O

One of uses of the previous theorem is the proof of the following theorem:

Theorem 79. If A, B are small sets, R € #FCD(A; B), x € atoms 154y c atoms 15(B) then

L (N Ryx=N{{fHz| feR};
2. z[ RlyeVfeR:z[fly.

Proof. 2. Let denote z0y<V f € R:z[f]y.

VX cupa,Y eupbIz € atoms T X, y € atoms 1Yz y =
VfeR,X cupa,Y €cupb3Iz catoms X, y € atoms 15Y: z[ fly =
VfeR,X cupa,Y eupb: X[f]*'Y =
VfeR:alflbs
adb.

So, by the theorem 78, § can be continued till [p] for some funcoid p € FCD(A; B).

For every funcoid ¢ € FCD(A; B) such that Vf € R: ¢ C f we have z[qly = Vf € R:
z[flyezoy< xply, so ¢ Cp. Consequently p= ) R.

From this z[(] Rly<V f € R:z[f]y.

1. From the former y € atoms () R)z < yN (N Rz #05B) aVfc R yn (fla 40 <
ye N (atoms){(f)z | f€ R} < ycatoms ) {(f)x | f€ R} for every y € atoms 15(*). From this
follows () R)x=( {(f)xz | f€eR}. O
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3.9 Direct product of filter objects

A generalization of direct (Cartesian) product of two sets is funcoidal product of two filter objects:

Definition 80. Funcoidal product of filter objects A and B is such a funcoid A xFP B ¢
FCD(Base(A); Base(B)) that for every X € F(Base(A)), Y € F(Base(B))

X[AXFOPBYSXNALDANYNBED.

Proposition 81. A xFCP B is really a funcoid and

B if X # A;
FCD _ ;
A B>X‘{@ if X< AL
Proof. Obvious. O

Obvious 82. tFPWUV) (A x B) =1VA xFP4VB for sets ACU and B CV (for some small sets U
and V).

Proposition 83. f C A x"PB o dom f C AAim f C B for every f € FCD(A; B) and A € F(A),
BeF(B).

Proof. If f C A xFP B then dom f C dom(A xFP B) C A, im f C im(A xFP B) C B. If
dom f C AAim f C B then

VX €F(A),YeF(B): (X[f]Y=XNA#05NDAYNB+05B)),

consequently f C A xFCP B, O

The following theorem gives a formula for calculating an important particular case of intersec-
tion on the lattice of funcoids:

Theorem 84. fN(AxFPB)=TIEPo foI P for every funcoid f and A€ F(Src f), BeF(Dst f).
Proof. hd:efIECDo foIfP. For every X € §(Src f)
()X = (IEP) ([ )IEP)X =B (f)(ANX).

From this, as easy to show, h C f and h C A xFP B. If g C f A g C A xFP B for a
g € FCD(Src f;Dst f) then dom g C A, im g C B,

(9} =B (g)(ANX) C BN (f)(AN &) = (IEC) (F)IEED) & = (h) &,

gCh. So h=fNFP (A xFCP ). O
Corollary 85. f|a4=fN(AxFL1SDtH) for every f e FCD and A€ F(Src f).

Proof. fN(AxFCP15MDstf))— Ifsc(lDDsc nofolfP=foliP=f|a O
Corollary 86. f# (A x"PB) < A[f]B for every f€FCD, AcF(Src f), BeF(Dst f).

Proof. f# (AxFPB) e (£ (AxFPLB))*(Src f) £ 05P s (T5Po foIa)*(Sre f) £ 05PN e
(IEP) (FYIEPNTED £ 050D o B (f)(ANTITED) £ 05O o B (f) A 05
A[f]B. O

Corollary 87. Every filtrator of funcoids is star-separable.

Proof. The set of direct products of principal filter objects is a separation subset of the lattice of
funcoids. 0
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Theorem 88. Let A, B are small sets. If S € Z(F(A) x F(B)) then

({AXFPLB | (A;B)eS}= (") dom S xFP (1) im 5.

Proof. If z € atoms 15(4) then by the theorem 79
((YAAXFPB [ (A;B)eSh)a= ) {(AX"PB)x | (A;B)eS}.
If 3 () dom S then

V(A;B)€S: (x N A0S A (A XFEPBYz = B);
{(AXFPBYx | (A4;B) €S} =im S;

if <) dom S then

IA;B) € S: (xNA=05N A (A XFEPBYg = 05(B));
{(AxFPBYz | (A4;B)€ S} 2058,

So

. ' _J NimS if z% ) domS;
() {Ax BI(A,B)ESW—{O:«B) if 2= () dom§.

From this follows the statement of the theorem. O

Corollary 89. For every Ay, A1 € F(A), Bo, B1 €§(B) (for every small sets A, B)

(AO x FCD BO) n (.Al x FCD Bl) = (.AO ﬂAl) x FCD (BO ﬂBl).

Proof. (Ay xFPBg) N (A xFPB;) = N {Ao x P By, Ay xFCP B} what is by the last theorem
equal to (AgN.Ar) xFP (ByN By). O

Theorem 90. If A, B are small sets and A € F(A) then A xFP is a complete homomorphism of
the lattice F(B) to a complete sublattice of the lattice FCD(A; B), if also A # 05(4) then it is an
isomorphism.

Proof. Let S € ZF(B), X € ZA, x € atoms 154,

(JAXFPYX = | J{((AxFPB)X | Be S}

JUS ifXex0A
] 08B if X ¢ %DA

= (AP ] 5)x;
([NAxFP)S)z = () {(AXFPB)z | Be S}

NS ifekA
) 0%B) ifr=A

= (AxFP () 8)a

If A+ 054 then obviously the function A x P is injective. O

The following proposition states that cutting a rectangle of atomic width from a funcoid always
produces a rectangular (representable as a direct product of filter objects) funcoid (of atomic
width).

Proposition 91. If f€FCD and a is an atomic filter object on Src f then
f|a:a x FCD <f>a’
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Proof. Let X € F(Src f).
X#ta= (flo)X=(f)a, X=a= (fla)X =05t O

3.10 Atomic funcoids

Theorem 92. An f € FCD(A; B) is an atom of the lattice FCD(A; B) (for small sets A, B) iff it
is direct product of two atomic filter objects.
Proof.

=. Let f € FCD(A4; B) is an atom of the lattice FCD(A; B). Let’s get elements a € atomsdom f
and b € atoms (f)a. Then for every X € F(A)

X=a=(axFPHX=03BC(fHlX, Xta= (ax"PhHlX=bC (f)X.

So a xFCPph C f; because f is atomic we have f=a xFPp.

<. Let a € atoms 15 b € atoms 155) f € FCD(4; B). If b < (f)a then —(a[f]b),
f=axFPh; if bC (f)a then VX € F(A): (X ka= (f)X Db), f Da x"Pbh. Consequently
f=axFPphv f Da xFPp; that is a xFP b is an atomic filter object. O

Theorem 93. The lattice FCD(A; B) is atomic (for every small sets A, B).

Proof. Let f is a non-empty funcoid. Then dom f # @, thus by the theorem 46 in [I5] exists
a € atoms dom f. So (f)a # 05(®) thus exists b € atoms (f)a. Finally the atomic funcoid
axPpC f. O

Theorem 94. The lattice FCD(A; B) is separable (for every small sets A, B).

Proof. Let f,geFCD(A;B), f Cg. Then exists a € atoms 15(4) such that (f)a C (g)a. So because
the lattice §(B) is atomically separable then exists b € atoms 15(%) such that (f)aNb=0%") and
b C (g)a. For every z € atoms 15(4)

(fan{ax"Pbja=(f)anb=05"),
z#a=(flzn{axP bz = (f)zn05B) =055

Thus (f)z N (@ xFP bz =055 and consequently f=a x P,

(axFP pYa=bC (g)a,
r#a= (a xP bz =055 C (g)a.

Thus (a x"P b)z C (g)z and consequently a x P b C g.
So the lattice FCD(A; B) is separable by the theorem 19 in [I5]. O

Corollary 95. The lattice FCD(A; B) is:
1. separable;
2. atomically separable;

3. conforming to Wallman’s disjunction property.
Proof. By the theorem 22 in [15]. O

Remark 96. For more ways to characterize (atomic) separability of the lattice of funcoids see
[15], subsections “Separation subsets and full stars” and “Atomically separable lattices”.

Corollary 97. The lattice FCD(A4; B) is an atomistic lattice.

Proof. Let f € FCD(A; B). Suppose contrary to the statement to be proved that |J atoms f C f.
Then it exists a € atoms f such that aN |J atoms f =0 what is impossible. O
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Proposition 98. atoms(fU ¢g) =atoms f Uatoms g for every funcoids f, g€ FCD(A; B) (for every
small sets A and B).

Proof. a xFPbk fUgea[fUglbealflbV alglbe a xFPb% fv a xFP b4 g for every atomic
filter objects a and b. O

Theorem 99. For every f,g,h € FCD(A; B), Re #FCD(A; B) (for every small sets A and B)
L fn(guh)=(fng)u(fnh);
2. fUN R=N (fU)R.

Proof. We will take in account that the lattice of funcoids is an atomistic lattice.

1. atoms(f N (gUh))=atoms f Natoms(gU h)=atoms f N (atoms g U atoms h) = (atoms f N
atoms g) U (atoms f Natoms h) = atoms(f N g) Uatoms(f Nh)=atoms((fNg)U(fNh)).

2. atoms(f U [ R) =atoms f U atoms (| R=atoms fU () (atoms)R = () {((atoms f) U
){atoms)R = () (atoms)(f U)R=atoms (] (fU)R. (Used the following equality.)

((atoms f)U){atoms)R =

{(atoms f)UA | A€ (atoms)R} =

{(atoms f)UA | 3C € R: A=atoms C'}

{(atoms f) U (atoms C) | C € R}

{atoms(fUC) | C € R}

{atoms B | 3IC € R: B= fUC}

{atoms B | Be (fU)R} =
(atoms){ f U)R.

O

Note that distributivity of the lattice of funcoids is proved through using atoms of this lattice. I
have never seen such method of proving distributivity.

Corollary 100. The lattice FCD(A; B) is co-brouwerian (for every small sets A and B).

The next proposition is one more (among the theorem 61) generalization for funcoids of com-
position of relations.

Proposition 101. For every composable funcoids f, g

atoms(g o f) = {z xFP 2|z € atoms 136 f) 2 ¢ atoms 15Pt9) Jy € atoms 15(Pst /).

FCD FCD

(z xFPy € atoms f A y xFP z € atoms g) }.

Proof. (z xFP 2) N (go f) # 0 < z[g o flz & Ty € atoms 15PN (z[fly A ylg]z) <
Jy € atoms 15O (2 xFPyY) N FLBA (y xTP 2) N g+#0) (it was used the theorem 61). O
3.11 Complete funcoids

Definition 102. I will call co-complete such a funcoid f that (f)*X is a principal f.o. for every
X € Z(Src f).

Remark 103. I will call generalized closure such a function o € ZB?4 (for some small sets A,
B) that
1. ad=0;

2. VI, Je ZA:a(IUJ)=alUal.

Obvious 104. A funcoid f is co-complete iff (f)* =1P%*foq for a generalized closure o
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Remark 105. Thus funcoids can be considered as a generalization of generalized closures. A
topological space in Kuratowski sense is the same as reflexive and transitive generalized closure.
So topological spaces can be considered as a special case of funcoids.

Definition 106. I will call a complete funcoid a funcoid whose reverse is co-complete.

Theorem 107. The following conditions are equivalent for every funcoid f:
funcoid f is complete;
VS € 2F(Src f), J € 2(Dst f): (|J S[fITP T < IT € S:Z[f1Pst1T);
VS e PP (Src f),Je P(Dst f): (U SIfI*J <3 €S I[f]*T);
VS e ZF(Sre f): (YU S=U ()5S
VS e 22 (Sre f): (f)*U S=U {(f))5;
VAe Z(Src f):(f)A=U {{f){a} | ac A}.
Proof.
(8)=(1). For every S € X (Src f), J € Z(Dst f)

eS| J SN () #0573l e s 45N (f7) T #0577, (10)

A

consequently by the theorem 52 in [15] we have that (f~1)*J is a principal f.o.

(1)=(2). For every S € 2F(Src f), J € P(Dst f) we have (f~1)*J a principal f.o., conse-
quently

U Sm<f_1>*J7éOSYCf<:>EIES:Iﬂ<f_1>*J7':OSYCf_

From this follows (2).

®)=@6). (/)*UsS=U{(f){a}laec USt=U{UA{(f){a}|lacA}[AcS}=
U)alAest=U (f)")S.

(2)=(4). 1P T £ (YU Se U S[fIP I 3T e S Z[fPt T IT e S: P T £ (f) T &
P8 LT U ((F))S (used the theorem 53 in [15]).

2)=@®3), @)=(®), (6)=(3), (8)=-(6). Obvious. O

The following proposition shows that complete funcoids are a direct generalization of pre-topolog-
ical spaces.

*

Proposition 108. To specify a complete funcoid f it is enough to specify {f)* on one-element

sets, values of (f)* on one element sets can be specified arbitrarily.

Proof. From the above theorem is clear that knowing ( f)* on one-element sets (f)* can be found
on every set and then its value can be inferred for every filter objects.
Choosing arbitrarily the values of (f)* on one-element sets we can define a complete funcoid

the following way: (f)*Xd:er {{f)*{a} | a€ X} for every X € Z(Src f). Obviously it is really
a complete funcoid. O

Theorem 109. A funcoid is discrete iff it is both complete and co-complete.

Proof.
=-. Obvious.

<. Let f is both a complete and co-complete funcoid. Consider the relation g defined by
that 1Pt (g){a} = (f)*{a} (g is correctly defined because f corresponds to a generalized
closure). Because f is a complete funcoid f is the funcoid corresponding to g. O

Theorem 110. If Re ZFCD(A; B) is a set of (co-)complete funcoids then | R is a (co-)complete
funcoid (for every small sets A and B).
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Proof. It is enough to prove only for co-complete funcoids. Let R € ZFCD(4; B) is a set of co-
complete funcoids. Then for every X € & (Src f)

(UR)'X=J{(f)*X | feR}

is a principal f.o. (used the theorem 58). O

Corollary 111. If R is a set of binary relations between small sets A and B then [ J <TFCD(A?B) >R:
TFCD(A;B) U R.

Proof. From two last theorems. O
Theorem 112. Filtrators of funcoids are filtered.

Proof. It’s enough to prove that every funcoid is representable as (infinite) meet (on the lattice
FCD(A; B)) of some set of discrete funcoids. ot
€

Let f € FCD(A4; B), X € A, Y cup(f)X, g(X;Y)=14X xFCO 4By y4AX xFCP 18(B) For
every K € ZA

05(B) if K =0
(g(X;Y)V K = (14X xFCO4BY K U <TA)T><FCD13<B>>*K/ Y  if0£KCX \; (fV*K;
k 3B K ¢ X )

so g(X;Y) D f. For every X € A

N {gCGY) X | Yeup (X )= ({Y | Yeup (f)X}=(f)"X;

consequently
(MNAg(X:Y) | XePAY eup(f)X}) X C(f)"X
that is
M {9(X:Y) | X € PAY cup ()X} C f
and finally

F={9(X:Y) | X PAY eup(f)"X}. O
Conjecture 113. If f e FCD(B;(C) is a complete funcoid and R € #FCD(A; B) then fo |J R=
U (fo)R.
This conjecture can be weakened:

Conjecture 114. If f is a discrete funcoid from B to C and R € #FCD(A; B) then fo |J R=
U (fo)R.

I will denote ComplFCD and CoComplFCD the sets of complete and co-complete fun-
coids correspondingly. ComplFCD(A; B) are complete funcoids from A to B and likewise with
CoComplFCD(A; B).

Obvious 115. ComplFCD and CoComplFCD are closed regarding composition of funcoids.

Proposition 116. ComplFCD(A; B) and CoComplFCD(A; B) (with induced order) are complete
lattices.

Proof. It follows from the theorem IT0. O

Theorem 117. Atoms of the lattice ComplFCD(A; B) are exactly direct products of the form
t+4{a} xFP b where o € A and b is an atomic f.o. on B

Proof. First, it’s easy to see that {a} x P b are elements of ComplFCD(A; B). Also 0F¢P(A:B) ig
an element of ComplFCD(A; B).
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1t4{a} xFCP b are atoms of ComplFCD(A; B) because these are atoms of FCD(4; B).

It remains to prove that if f is an atom of ComplFCD(A; B) then f = {a} x P b for some
a € A and an atomic f.o. b on B.

Suppose f € FCD(A; B) is a non-empty complete funcoid. Then exists o € A such that
(f){a} # 03B Thus t4{a} xFP b C f for some atomic f.o. b on B. If f is an atom then
f=14a} xFPp. O

Theorem 118.
1. A funcoid f €FCD(A; B) is complete iff there exists a function G:Src f — F(Dst f) such that

7= 14{a} xF°G(a) | aeSte £}, (11)

2. A funcoid f € FCD(A; B) is co-complete iff there exists a function G:Dst f — §(Src f) such
that

7= {G(a) xF®+1{a} | a € Dst f}.

Proof. We will prove only the first as the second is symmetric.

=>. Let f is complete. Then take
G(a)= U {b € atoms 150t ) | 3o € Sre f: 14 {a} xFPbHC f}

and we have (IT) obviously.
<=. Let (IT) holds. Then G(a) = |J atoms G(«) and thus

f= U {{a} xFPh | a € Src f,be atoms G(a)}

and so f is complete. O

Theorem 119.
1. For a complete funcoid f there exist exactly one function F € §(Dst )5/ such that

f=U (15 {a} xFP F(a) | a €Src f}.
2. For a co-complete funcoid f there exist exactly one function F € F(Src f)P*/ such that

f=J {F(a) xFL1Ptf{a} | aeDst f}.

Proof. We will prove only the first as the second is similar. Let
F=J 5 Ha} xFP F(a) | aesre f} = [ {19 {a} x"PG(a) | a € Sre f}
for some F, G € §(Dst )¢/, We need to prove F =G. Let (€ Src f.
(Hi8Y=J {5/ {a} xFLF(a)){8} | aeSte f} = F(B).
Similarly (f){8}=G(8). So F(8)=G(H). O

3.12 Completion of funcoids

Theorem 120. Cor f = Cor’ f for an element f of a filtrator of funcoids. (Core part is taken for
the shifted filtrator of funcoids.)

Proof. From the theorem 26 in [I5] and the corollary T1T and theorem TT12. O

Definition 121. Completion of a funcoid f € FCD(A; B) is the complete funcoid Compl f € FCD(A;
B) defined by the formula (Compl f)*{a}=(f)*{a} for a € Src f.
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Definition 122. Co-completion of a funcoid f is defined by the formula
CoCompl f = (Compl f=1)~1.

Obvious 123. Compl f C f and CoCompl f C f for every funcoid f.

Proposition 124. The filtrator (FCD(A; B); ComplFCD(A4; B)) is filtered.
Proof. Because the shifted filtrator (FCD(A; B); 2(A x B);1FP(AiB)) is filtered. O

Theorem 125. Compl f = Cor(FCP(4;B); CompIFCD(A; B)) Cor’(FCD(A;B);ComplFCD(A;B))f for every
funcoid f € FCD(A; B).

Proof. Cor(FEP(A;B);ComplFCD(A;B)) ¢ — Cor’(FCD(A;B);ComplFCD(A;B))f since (the theorem 26 in
[15]) the filtrator (FCD(A; B); ComplFCD(A4; B)) is filtered and with join closed core (the theorem
110).

iet g €up(FCP(A;B);CompIFCD(4;B)) ¢ Then ge ComplFCD(A; B) and ¢ D f. Thus g=Compl g D
Compl f.

Thus vg c up(FCD(A;B);ComplFCD(A;B)) f: gD Compl f

Let Vg € up(FEP(A:iB);ComplFCD(A:B)) £ b C g for some h € ComplFCD(A; B).

Then h C ﬂFCD(A;B)up(FCD(A?B);ComplFCD(A;B)) f=f and consequently h=Complh C Compl f.

Thus

Compl f —_ ﬂComplFCD(A;B)up(FCD(A;B);CornplFCD(A;B)) f —_ Cor(FCD(A;B);CornplFCD(A;B))f' 0

Theorem 126. (CoCompl f)*X = Cor (f)*X for every funcoid f and set X € Z(Src f).

Proof. CoCompl f C f thus (CoCompl f)*X C (f)*X, but (CoCompl f)*X is a principal f.o. thus
(CoCompl f)*X C Cor { f)*X.
Let X = Cor (f)*X. Then af=05Ps*/) and

a(XUY)=Cor (f)*(XUY)=Cor({f)*XU(f)Y)=Cor (f)*X UCor (f)*Y =aXUaY.

(used the theorem 64 from [I5]). Thus « can be continued till (g) for some funcoid g. This funcoid
is co-complete.
Evidently ¢ is the greatest co-complete element of FCD(Src f;Dst f) which is lower than f.
Thus g = CoCompl f and so Cor (f)*X =aX =(g)*X = (CoCompl f)*X. O

Theorem 127. ComplFCD(A; B) is an atomistic lattice.

Proof. Let f € ComplFCD(4; B). (f)*X = U {(f){a} |z e X} = U {{fliscrpay) {2} |z €
X} = U {{flyserpey) X |z € X}, thus f= | {flyserpyy | @ € X}. Tt is trivial that every
fltstergz) is a union of atoms of ComplFCD(4; B). O

Theorem 128. A funcoid f is complete iff it is a join (on the lattice FCD(Src f;Dst f)) of atomic
complete funcoids.

Proof. Follows from the theorem 110 and the previous theorem. O
Corollary 129. ComplFCD(A; B) is join-closed.

Theorem 130. Compl(|J R)=|J (Compl) R for every R € ZFCD(A; B) (for every small sets A,
B).

Proof. (Compl(U R))*X = U {(U B){a} |acX}=U {U {{(f){a} [ feR} |acX}=
)L(J {U{H{atlaeX} | feR}=J {{Compl f)*X | feR}=(J (Compl)R)*X for every S(é

Proposition 131. Compl f= {f|TSrcf{a} | @€ Sre f} for every funcoid f.
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Proof. Let denote R the right part of the equality to prove.
(RY{pr=U {<f|TSrcf{a}>*{ﬂ} | a€Src f}=(f)*{B} for every B € A and R is complete as

a join of complete funcoids.
Thus R is the completion of f. O

Corollary 132. Compl is a lower adjoint.
Conjecture 133. Compl is not an upper adjoint (in general).

Conjecture 134. Compl f= f \* (2 xFCP D) for every funcoid f.

)

This conjecture may be proved by considerations similar to these in the section “Fréchet filter’
in [T5].

Lemma 135. Co-completion of a complete funcoid is complete.

Proof. Let f is a complete funcoid.
(CoCompl f)*X = Cor (f)*X = Cor J {(f){z} |z € X} = U {Cor (f){z} |z € X} =
U {{CoCompl fY*{z} | z € X} for every set X. Thus CoCompl f is complete. O

Theorem 136. Compl CoCompl f = CoCompl Compl f = Cor f for every funcoid f.

Proof. Compl CoCompl f is co-complete since (used the lemma) CoCompl f is co-complete. Thus
Compl CoCompl f is a discrete funcoid. CoCompl f is the the greatest co-complete funcoid under f
and Compl CoCompl f is the greatest complete funcoid under CoCompl f. So Compl CoCompl f is
greater than any discrete funcoid under CoCompl f which is greater than any discrete funcoid under
f. Thus Compl CoCompl f it is the greatest discrete funcoid under f. Thus Compl CoCompl f =
Cor f. Similarly CoCompl Compl f = Cor f. O

Question 137. Is ComplFCD(A4; B) a co-brouwerian lattice for every small sets A, B?

3.13 Monovalued and injective funcoids

Following the idea of definition of monovalued morphism let’s call monovalued such a funcoid f
that fo f~1CIFSD.

Similarly, I will call a funcoid injective when f~'o f C IFSP

dom f-

Obvious 138. A funcoid f is
e monovalued iff fo f~1C [FCPDstf).
e injective iff f~lo f C [FCD(Sref)
In other words, a funcoid is monovalued (injective) when it is a monovalued (injective) morphism
of the category of funcoids.
Monovaluedness is dual of injectivity.
Obvious 139.

1. A morphism (f;A; B) of the category of funcoid triples is monovalued iff the funcoid f is
monovalued.

2. A morphism (f; A; B) of the category of funcoid triples is injective iff the funcoid f is
injective.
Theorem 140. The following statements are equivalent for a funcoid f:
1. f is monovalued.

2. Va € atoms 155 /). (f)a € atoms 18(Dst f) {O‘ﬁg(Dst ) }

3. VL, J eF(Dst f):(fHENT)=(f"HIN(f )T
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4. VI, J€ PDst f): (f~(INT) = (TN (F 1.

Proof.
(2)=(3). Let a € atoms 1557/ (f)a=b. Then because b€ atoms 15t /)y {OS(DSt f)}

ZNI)Nb+D=INbEOANT NLFD;
alfIZNT) < alfITA alf)1T;
ZNDf NaeZlfan T Ha;
s (YENT) £ an(fHTEDA an ([T £0:
(@) ={HIN(f 1T,

B)=(T). (fNan (fO=(fNanb) = (fH0SPstH = 056<h) for every two distinct
atomic filter objects a and b on Dst f. This is equivalent to —({f~Ya[f]b); b= (f){f Ya;
b= {fo f~Ya; =(a[fo f~1b). So a[fo f~b=>a=0b for every atomic filter objects a and b.
This is possible only when fo f~1C JFCPDstf)

@=@). (fHTZnJT)= N HpEnJ) =
wp Jt=N{{fH)UnJ)|Ieuwl, JeuJ}
Jeuw Tr=N{(f) I [ TeuwpZ}n ) {(fH)"T ]

(3)=-(4). Obvious.

—(2)=—(T). Suppose (f)a ¢ atoms 15ty {OS(DSt f)} for some a € atoms A. Then there
exist two atomic filter objects p and ¢ on Dst f such that p# ¢ and (f)a D p A (f)a D q.

Consequently p # (f)a: a # (f-Yp: a C (F~Dp: {F o f-1p = (F)(F~p 2 {F)a 2
(fofYpgpand (fof Hp#05PtH So it cannot be fo f~1CFEPDstS), O

N HYNInJ|IeuwIZ JEe
=N{HIn(f I IeupZ,
Jeuw Jr=(fHIn(fHJT.

Corollary 141. A binary relation corresponds to a monovalued funcoid iff it is a function.

Proof. Because VI, J € Z(im f): (f~H)*(I N J) = {f~H*I n (f~1)*J is true for a funcoid f
corresponding to a binary relation if and only if it is a function. U

Remark 142. This corollary can be reformulated as follows: For binary relations (discrete fun-
coids) the classic concept of monovaluedness and monovaluedness in the above defined sense of
monovaluedness of a funcoid are the same.

3.14 Ty-, Ti- and Ts-separable funcoids

For funcoids it can be generalized Ty-, T1- and T»- separability. Worthwhile note that Ty and 15
separability is defined through T} separability.

Definition 143. Let call T}-separable such funcoid f that for every a € Src f, § € Dst f is true
a# B=-({a}f]{B})
Definition 144. Let call Ty-separable such funcoid f € FCD(A; A) that fN f~! is Ti-separable.
Definition 145. Let call Th-separable such funcoid f that the funcoid f~'o f is Ty-separable.
For symmetric transitive funcoids T3- and Th-separability are the same (see theorem T4).

Obvious 146. A funcoid f is Th-separable iff a# = (f)*{a} =< {(f)*{5} for every «, B € Src f.

3.15 Filter objects closed regarding a funcoid

Definition 147. Let’s call closed regarding a funcoid f € FCD(A; A) such filter object A € F(Src f)
that (f)ACA.
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This is a generalization of closedness of a set regarding an unary operation.

Proposition 148. If 7 and J are closed (regarding some funcoid f), S is a set of closed filter
objects on Src f, then

1. ZTU J is a closed filter object;
2. (N S is a closed filter object.

Proof. Let denote the given funcoid as f. (f)(ZU J)=(fYZU(f)T CITU T, {(f)yN S C
N {fNSC N S. Consequently the filter objects ZU J and () S are closed. O

Proposition 149. If S is a set of filter objects closed regarding a complete funcoid, then the filter
object |J S is also closed regarding our funcoid.

Proof. (fY|J S=U ({(f))SC U S where f is the given funcoid. O

4 Reloids

Definition 150. I will call a reloid from a small set A to a small set B a triple (A; B; F') where
FeF(AxB).

Definition 151. Source and destination of every reloid (A; B; F) are defined as
Src(A;B;F)=A and Dst(A;B; F)=B.

I will denote RLD(A; B) the set of reloids from A to B.
I will denote RLD the set of all reloids (for small sets).

Further we will assume that all reloids in consideration are small.

Reloids are a generalization of uniform spaces. Also reloids are generalization of binary relations
(I will call a reloid (A4; B; F') discrete when F is a principal filter on A x B.)

I will denote up(A; B; F)=up F for every reloid (A; B; F).

Definition 152. The reverse reloid of a reloid f is defined by the formula

(A;B; F)"'=(B; A;{F~! | Feup f'}).

Reverse reloid is a generalization of conjugate quasi-uniformity.

I will denote tREPUAE) £ — (A; B; +4%Bf) for every small sets A, B and a binary relation
fCAXB.

The order (in fact a complete lattice) on RLD(A; B) is defined by the formula

(A B;F)C(A;B;G) = FCG.

We will apply lattice operations to subsets of RLD(A; B) without explicitly mentioning RLD(A; B).

4.1 Composition of reloids
Definition 153. Reloids f and g are composable when Dst f = Src g.

Definition 154. Composition of (composable) reloids is defined by the formula

go f=[) {1RPEIPLINGoF) | Feup f,Geupg}.

Composition of reloids is a reloid.

Theorem 155. (hog)o f=ho(go f) for every composable reloids f, g, h.
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Proof. For two nonempty collections A and B of sets I will denote
A~B& (VK eAJLeB: LCK)AN (VK eB3ILe A: LCK).

It is easy to see that ~ is a transitive relation.
I will denote BoA={LoK|K € A,Le B}.
Let first prove that for every nonempty collections of relations A, B, C

A~B=Aoc(C~BoC(C.

Suppose A~ B and P€ Ao (C that is K € A and M € C such that P=Ko M. 3K'e B:K'CK
because A~ B. We have P’ = K’'o M € Bo C. Obviously P’ C P. So for every P € Ao C exist
P’ e Bo(C such that P’ C P; the vice versa is analogous. So AoC~ BoC.

up((hog)o f)~up(hog)oup f, up(hog)~ (uph)o (up g). By proven above up((ho g)o f)~
(up h) o (up g) o (up f).

Analogously up(ho (go f))~ (uph)o (up g)o (up f).

So up((hog)o f)~up(ho(go f)) what is possible only if up((hog)o f)=up(ho(go f)). O
Theorem 156. For every reloid f:

1. fof=0N {TRLD(SrCf?DStf)(FoF) | FEupf} if Src f =Dst f;

2. fflof: ﬂ {TRLD(SrCf;SrCf)(FfloF> | FGupf};

3. fofl=( {TRLD(Dst FDstf)(Fo F~1) | Feup [}

Proof. I will prove only (1) and (2) because (3) is analogous to (2).
1. It’s enough to show that VF,G eup fAH eup f: Ho H CGo F. To prove it take H=FNG.
2. It’s enough to show that VF,G € up fAH cup f: H ' o H C G~ o F. To prove it take
H=FNG. Then H-'o H=(FNG) 1o (FNG)CG 1oF. 0
Theorem 157. For every small sets A, B, C' if g,h € RLD(A; B) then
1. fo(gUh)=fogU foh for every f €RLD(B;C);
2. (gUh)o f=go fUho f for every f€RLD(C; A).

Proof. We'll prove only the first as the second is dual.
By the infinite distributivity law for filters we have

fogufoh = () {1RPUNFo@) | Feup f,Geupglu () {tRPUDNFoH) | Feupf,
Heuph}
= () (1RPED(FLo G)URPU A (Fyo H) | P Fyeup f,G €upg, H €uph}
= ﬂ {TRLD(A;C)((F&OG)U(FgoH)) | F1, Fx €up f,GEupg,HGuph}.
Obviously

ﬂ {TRLD(A;C)((FloG)U(FgoH)) | Fi, Fx€up f,GEupg,Heuph} D
() {(1RPAED (PN F) o G)U((FiNFa) o H)) | Fy, Fyeup f,Geupg, Heuph} =
() {(1RPAED(FoG)U(FoH)) | Feup f,Geupg, Heuph} =

ﬂ {ARLDACY P o(GUH)) | Feup f,GEupg, Heuph}.

Because Ge€upgAH cuph=GUH €up(gUh) we have

1Y)

() {1RLA(Fo(GUH)) | Feup f,Geupg, Heuph}
) {(1RPANFoK) | Feup f,K €up(gUh)} =
fo(gUh).

Thus we proved fogU foh 2D fo(gUh). But obviously fo(gUh)D fogand fo(gUh)D foh
and so fo(gUh)D fogU foh. Thus fo(gUh)= fogU foh. O
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Conjecture 158. If f and g are reloids, then
gof= U {GoF | Fe€atoms f,G € atoms g }.

4.2 Direct product of filter objects
Definition 159. Reloidal product of filter objects A and B is defined by the formula

A xRLD Bd:efm {TRLD(Base(.A);Base(B))(A xB)| AcupA,B e UPB}.

Obvious 160. tVA xRLD4AVE —4RLDW:V)( 4 « B) for every small sets ACU and BC V.
Theorem 161. A xRPB=|]J {a xRPb | a € atoms A, b € atoms B} for every filter objects A, B.

Proof. Obviously
AxRPBD U {a xRPp | a c atoms A, b€ atoms B}
Reversely, let
K eup U {a xRPp | a c atoms A, b € atoms B}.

Then K € up(a xRPb) for every a € atoms A, b € atoms B; K 2 X, x Y}, for some X, €upa, Y, €upb;
KD {XoexY,|acatoms A, beatomsB}= | {X,|acatoms A} x |J {Y | b€atoms A} D
A x B where Acup A, B€upB; K cup(A xR-PB). O

Theorem 162. If Ay, A; € §(A), By, B1 € F(B) for some small sets A, B then
(Ao xRLD Bo) N (.Al xRLD B1) = (AO ﬂ.Al) x RLD (BO N Bl)
Proof.

(Ao xRPB) N (A1 xRPBy) = () {1RPAB(P N Q)| P € up(dy xRP By), Q €
up(Ay xRP By}

ﬂ {TRLD(A;B)((AO x By) N (A1 x By)) | Ao € up Ao, By € up By,
AleupAl,BleupBl}

= ﬂ {TRLD(A?B)((AO N Ay) x (BoN By)) | Ao € up Ap, By € up By,
AleupAl,BleupBl}

ﬂ {ARLDAB) (K x L) | K eup(AoNAy),Leup(BoNBy)}

= (AoN A1) xR (BoN By).

Theorem 163. If S € Z(F(A) x F(B)) for some small sets A, B then

(V{AXRPB | (A;B)eS} =) dom S xRP ([ im S.

Proof. Let P= () domS, Q=) imS; = {AxRPB| (4;B)ecS}.
P xRLD 9 C | is obvious.
Let F € up(P xRP Q). Then exist P cupP and Q € up Q such that F D P x Q.
P=PN..NP, where P; € (up)dom S and Q= Q1N...N Q,, where Q; € (up)im S.
PxQ= ﬂi,j (Pix Q).
P; x Q; € up(A xRP B) for some (A;B)€S. Px Q= N (P; x Q;)€upl. So F €upl. O

Conjecture 164. If A€ F then A xRP is a complete homomorphism of every lattice F(B) to a
complete sublattice of the lattice RLD(Base(A); Base(B)), if also A # 0 then it is an isomorphism.
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Definition 165. I will call a reloid convez iff it is a union of direct products.

Example 166. Non-convex reloids exist.
Proof. Let a is a non-trivial atomic f.o. Then $R-P(Base(a):Base(a))(—)| 'is non-convex. This follows
from the fact that only direct products which are below (=) are direct products of atomic f.o. and

TRLD(Base(a);Base(a))(:)|a is not their join. O

4.3 Restricting reloid to a filter object. Domain and image
Definition 167. Identity reloid for a small set A is defined by the formula IREP(A) = ARLD(A:A) T,
Definition 168. I call restricting a reloid f to a filter object A as f|a=fN (.A x RLD 1§ (Dst f)).

Definition 169. Domain and image of a reloid f are defined as follows:

dom f = (1) (1P/) (dom)up f; im f= (") (157 (im)up f.

Proposition 170. f C A xRP B< dom f C AAim f C B for every reloid f and filter objects
AeF(Src f), BeF(Dst f).
Proof.
=. Follows from dom(A xRP B) C A Aim(A xRP B) C B.
<. dom fCAsVAcup AIF €up f:dom F C A. Analogously
imfCB&eVBeupB3IGeup f:imG C B.

Let dom f CAAIm f CB, Acup A, B€upB. Then exist F €up f,G € up f such that
dom F C AAim G C B. Consequently FNG €up f, dom(FNG)C A, im(FNG)C B that
is FNG C A x B. So exists H €up f such that H C A x B for every Acup A, B€upB. So
fFCAXRDB O

Definition 171. I call restricted identity reloid for a filter object A the reloid

IﬁLDd:ef(IRLD(A)NA.

Theorem 172. IR-"° =N {TRLD(Base(A)?Base(A))IA | A€up A} where I, is the identity relation
on a set A.

Proof. Let K €up ) {TRLD(Base(A)?BaSG(A))IA | A€up A}, then exists A € up A such that K D 14.

Then
I_ELD C TRLD(Base(.A);Base(.A))(IBase(A)) N (.A w RLD 1&'(Base(.A))) C TRLD(Base(.A);Base(.A))(

(TBase(.A)A w RLD 1&'(Base(.A))) _ TRLD(Base(.A);Base(.A))(

IBase(.A)) N
IBase(.A)) N TRLD(Base(.A);Base(.A))(A %
Base(.A)) — TRLD(Base(.A);Base(.A))(IBase(A) N (A % Base(.A))) — TRLD(Base(.A);Base(.A))IA C
TRLD(Base(.A);Base(.A))I(7

Thus K € up IRP.

Reversely let ?( e up IRP = up(IRLD(A) N (A x RLD lg(Base(A)))), then exists A € up A
such that K € up(IRLD(A) N (A w RLD 13(Base(.A)))) = up TRLD(Base(.A);Base(.A))IA C up ﬂ

{TRLD(Base(.A);Base(.A))IA | Ac upA} 0
Proposition 173. (I§-0)~1=T5P,
Proof. It follows from the previous theorem. U

Theorem 174. f|=foIRXP for every reloid f and A€ F(Src f).
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Proof. We need to prove that f N (A xRP 13(Dst f)) =fo {TRLD(S“ FiSre A, AcupA}. We
have fo {TRLD(SrCf?SrCf)IA | Acup A} = ) {(ARPEeHDstN(For,) | Feup f,AcupA} =
N {RLESDEN(F L) | Feup f,Acup A} = ) {$RPESDUI(FN(AXDst f)) | Feup f,
AcupA} = {{RPEeSDENE | Feup fin M {1RPOEe/DN(A x Dst f) | Acup A} =
£ (AxRD 5O, O

Theorem 175. (go f)|a=go(f|a) for every composable reloids f and g and A € F(Src f).

Proof. (go f)la=(go f)oIXP=go(foIXP)=go(f|a). O
Theorem 176. fN(AxRPB) =I5 o foIRP for every reloid f and A€ F(Src f), B€F(Dst f).

Proof. fN (A xRPB) = fn (A xRL 18Dty (186ef) RD By — ] 40 (156 f) xRLD B) =
(f o IﬁLD) N (13’(Srcf) ><RLD B) — ((f o IﬁLD)—l N (13’(Srcf) ><RLD B)—l)fl — ((IE‘LD o f—l) N
(B ><RLD 13(Src f)))—l — (IE\LD o ffl OIELD)fl :IBRLDO fOIElLD~ 0

Theorem 177. f|TSrcf{a}:TsrCf{a} xRLD im(fh\Srcf{a}) for every reloid f and « € Src f.
Proof. First,

lm(fh\Srcf{a )
() (APS) (m)up( flysee s ay) =

ﬂ <TDst f)(im)up(f ﬂ( Src f{a} « RLD 1&(Dst f) ))
() (1> fim(F 1 ({a} x Dst ) | Feup f} =

() (17 im(F |ay) | F€up f}.

Taking this into account we have:

/]\SI‘C f{a} XRLDim(fHSTCf{a}) —
m {TRLD(Src f;Dst f)({a} x K) | Keupim(ﬂTsch{a})}
() {1RPE DD ({0} x im(Fay)) | F€up £}
ﬂ {TRLD Src f; Dstf)(F|{ }) | FEupf} —
ﬂ {TRLD(Srcf Dst (PN ({a} xDst f)) | Feup f} =
ﬂ {TRLD(Srcf ;Dst f) o | FEupf} () 4RLD(Sre f;Dst f)({a} xDst f) =
fﬂTRLD(SrCf ;Dst f)({a} x Dst f =
f|TSrcf{a}.

4.4 Categories of reloids

I will define two categories, the category of reloids and the category of reloid triples.
The category of reloids is defined as follows:

e Objects are small sets.

e The set of morphisms from a set A to a set B is RLD(4; B).
e The composition is the composition of reloids.

e Identity morphism for a set is the identity reloid for that set.

To show it is really a category is trivial.
The category of reloid triples is defined as follows:

e Objects are filter objects on small sets.

e The morphisms from a f.o. A to a f.o. B are triples (f; A; B) where f € RLD(Base(.A);
Base(B)) and dom f C AAim f CB.
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e The composition is defined by the formula (g; B;C)o (f; A;B)=(go f; A;C).
e Identity morphism for an f.o. A is IRP.

To prove that it is really a category is trivial.

4.5 Monovalued and injective reloids

Following the idea of definition of monovalued morphism let’s call monovalued such a reloid f that
foftCIRR.

Similarly, I will call a reloid injective when f=1o f C IFED ..
Obvious 178. A reloid f is

e monovalued iff fo f~1C RLD(Dstf).

e injective iff f~lo f C [RLD(Sref)
In other words, a funcoid is monovalued (injective) when it is a monovalued (injective) morphism
of the category of funcoids.

Monovaluedness is dual of injectivity.
Obvious 179.

1. A morphism (f; A; B) of the category of reloid triples is monovalued iff the reloid f is
monovalued.

2. A morphism ( f;.A; B) of the category of reloid triples is injective iff the reloid f is injective.

Theorem 180.
1. A reloid f is a monovalued iff it exists a function (monovalued binary relation) F € up f.
2. A reloid f is a injective iff it exists an injective binary relation F' € up f.
3. A reloid f is a both monovalued and injective iff exists an injection (a monovalued and
injective binary relation = injective function) F € up f.
Proof. The reverse implications are obvious. Let’s prove the direct implications:

1. Let f is a monovalued reloid. Then fo f~1C [RLP(IDstf) Q4 exists

heup(fo fﬁl):up ﬂ {TRLD(Dst f;Dst f)(FoFfl) | FEupf}

such that h C IR'PMs ) It’s simple to show that {F o F~'| F € up f} is a filter base.
Consequently it exists F' € up f such that F o F~! C Ipg s that is F is a function.

2. Similar.

3. Let f is a both monovalued and injective reloid. Then by proved above there exist F',
G €up f such that F' is monovalued and G is injective. Thus F NG €up f is both monovalued
and injective. O

Conjecture 181. A reloid f is monovalued iff

Vg € RLD(Src f;Dst f): (¢ C f=3A€F(Src f): g= f|a)-

4.6 Complete reloids and completion of reloids

Definition 182. A complete reloid is a reloid representable as join of direct products $4{a} xR-Pp

where o € A and b is an atomic f.o. on B for some small sets A and B.

Definition 183. A co-complete reloid is a reloid representable as join of direct products
a xRP4+BL3Y where € B and a is an atomic f.o. on A for some small sets A and B.
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I will denote the sets of complete and co-complete reloids correspondingly as ComplRLD and
CoComplRLD.

Obvious 184. Complete and co-complete are dual.

Theorem 185.
1. A reloid f is complete iff there exists a function G: Src f — F(Dst f) such that
F=J 1157 {a} xRPG(a) | a e Sre £} (12)
2. A reloid f is co-complete iff there exists a function G: Dst f — F(Src f) such that

f=1J {Gla) xRP1Ps I {a} | a e Dst f}.

Proof. We will prove only the first as the second is symmetric.

=>. Let f is complete. Then take
G(a)= U {b € atoms 15M0stf) | 3o € Sre f: 157 f{a} xRPp C f}

and we have (T2) obviously.
<=. Let (12) holds. Then G(a)= |J atoms G(«) and thus

f= U {15 f{a} xRPh | a € Sre f,b € atoms G(a)}

and so f is complete. O
Obvious 186. Complete and co-complete reloids are convex.
Obvious 187. Discrete reloids are complete and co-complete.
Obvious 188. Join (on the lattice of reloids) of complete reloids is complete.
Corollary 189. ComplRLD (with the induced order) is a complete lattice.
Theorem 190. A reloid which is both complete and co-complete is discrete.

Proof. Let f is a complete and co-complete reloid. We have

f= U {Tsrcf{a}xRLDG(Q) |aeSrc f} and f= U {H(B) XRLDTDstf{ﬂ} | BeDst f}
for some functions G: Src f — §F(Dst f), H:Dst f — F(Src f). For every « € Src f we have

G(a) =
im f|TSrcf{a} =
im(f ) (TSrC f{a} w RLD 13’(Dst f))) — (*)
im U {(H(ﬂ) ><RLDTDst f{ﬂ}) N (TSrcf{a} « RLD 13(Dst f)) | B €Dst f} _
im J {(H(8)n15/{a}) xRPP/ {5} | feDst f} =
) TSrc f X TDSt f 5 it H 6 TSrc f

im | J {({ ORLDéS?DM {8} ;fHEﬂiiTsrcfiz{ ) | B€Dst f} -

im | J {157/ {a} x 1P 1{B} | BeDst f, H(B) 415/ {a}} =

im ] {$RPECSDED (0; 5)} | BeDst f,H(B) #1% {a}} =

|J (1P {B} | BeDst f,H(B) 415 {a}}.
* the theorem 40 from [15] was used.

Thus G(a) is a principal fo. that is G(a) = 1tP%*fg(a) for some g: Src f — Dst f;
5re f Lo} xRED G () =AREPGre £iDst (10} 5 g(a)); f is discrete as a join of discrete reloids. [
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Conjecture 191. Composition of complete reloids is complete.

Theorem 192.
1. For a complete reloid f there exist exactly one function F € §(Dst £)5*/ such that

f=U {15/ {a} x*P F(a) | a €Src f}.
2. For a co-complete reloid f there exist exactly one function F € F(Src f)Pt/ such that
f= U {F(a) xRP4Dstf1a) | o€ Dst f}.
Proof. We will prove only the first as the second is similar. Let

£= U (157 {a} x*P F(a) | a€Sre £} = | {15/ {a} xRP G(a) | @ €Sre £
for some F, G € F(Dst £)5¢/. We need to prove F =G. Let 3 € Src f.
fo (8B} xRD 18Dt N) = (theorem 40 in [15])
URLD{(TSrc f{a} « RLD F(a)) ARLD (TSrc f{ﬁ} % 13(Dst f)) | o € Src f} _

19718} X0 F (),
Similarly f 0 (157°7{B} x 15O D) = 18/ {5} xRL G(B). Thus 1577 {B} xR F(B) =
1571 {8} xR G(B) and s0 F(8) = G(B). O
Definition 193. Completion and co-completion of a reloid f € RLD(A; B) are defined by the
formulas:

Compl f — Cor(RLD(A;B);ComleLD(A;B))f and CoCompl f — COI,(RLD(A;B);CoComleLD(A;B))f.

Theorem 194. Atoms of the lattice ComplRLD(A; B) are exactly direct products of the form
14 a} xRP b where o € A and b is an atomic f.o. on B.

Proof. First, it’s easy to see that 14{a} xFP b are elements of ComplRLD(A; B). Also OR-P(4:5)
is an element of ComplRLD.

14{a} xRP b are atoms of ComplFCD because these are atoms of RLD.

It remains to prove that if f is an atom of ComplRLD(A; B) then f=14{a} xRPb for some
a € A and an atomic f.o. b on B.

Suppose f is a non-empty complete reloid. Then t4{a} xRPpH C f for some o € A and atomic
f.o. bon B. If fis an atom then f=14{a} xFCPp. O

Obvious 195. ComplRLD is an atomistic lattice.
Proposition 196. Compl f= [ {f|TSrcf{a} | @€ Sre f} for every reloid f.

Proof. Let’s denote R the right part of the equality to be proven.
That R is a complete reloid follows from the equality

f|TSTC f{a}:TsrCf{O[} XRLD im(f|TSrc f{a})'

The only thing left to prove is that g C R for every complete reloid g such that g C f.
Really let g is a complete reloid such that g C f. Then

g=J (15 {a} xR0 G(a) | acSre f)

for some function G: Src f — §(Dst f).
We have 157/ {a'} xREP G(a) = glysee s (o) f |45we £ {4} Thus g C R. O

Conjecture 197. Compl f N Compl g = Compl( f N g) for every reloids f and g.

Theorem 198. Compl(|J R)=J (Compl) R for every set R € RLD(A; B) for every small sets A, B.
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Proof.

Compl(| JR) =

U AU Blragay | € 4}

U U {flaey la€A} | feR} =
U (Compl) R.

(theorem 40 in [I5])

Lemma 199. Completion of a co-complete reloid is discrete.
Proof. Let f is a co-complete reloid. Then there is a function F: Dst f — §(Src f) such that

f=J {F(a) xRPL1Ptf {a} | a eDst f}.
So
Compl f =
U {(U {F(c) xRt o} | e Dst f})|yseer 5y | BESTC [}
U {(U {F() xRP1Pst I {a} | aeDst f}) N (1578} x 18P N) | geSre £}
U {U {(F(a) xRPAPt I {a ) n (1557 { B} x 15D | a e Dst f} | BeSre f}
U {U (157 {8} xRP1Pt M {a} [ aeDst f} | f€Ste f, {8} C F(a)}.

* theorem 40 in [I5].
Thus Compl f is discrete. O

I
—_
*
=

Theorem 200. Compl CoCompl f = CoCompl Compl f = Cor f for every reloid f.

Proof. We will prove only Compl CoCompl f = Cor f. The rest follows from symmetry.
From the lemma Compl CoCompl f is discrete. It is obvious Compl CoCompl f C f. So to finish
the proof we need to show only that for every discrete reloid F C f we have ' C Compl CoCompl f.
Really, obviously F' C CoCompl f and thus F' = Compl F' C Compl CoCompl f. O

Question 201. Is ComplRLD(A; B) a distributive lattice? Is ComplRLD(A; B) a co-brouwerian
lattice?

Conjecture 202. Let A, B, C are small sets. If f € RLD(B; C) is a complete reloid and

R e ZRLD(A4; B) then
felJr=U(fo)R.
This conjecture can be weakened:

Conjecture 203. Let A, B, C are small sets. If f € RLD(B; C) is a discrete reloid and R €
PRLD(A4; B) then
folJR=J (fo)R.

Conjecture 204. Compl f= f \* (Q5¢f xRD15Dst Ny for every reloid f.

5 Relationships between funcoids and reloids

5.1 Funcoid induced by a reloid
Every reloid f induces a funcoid (FCD) f € FCD(Src f; Dst f) by the following formulas (for every
X €3(Ste f), VEF(Dst f):
X[(FCD) f]Y < VF €up f: X[1FCPEre fibst Ty
((FCD) f)Xx = () {{(AFCCE D NE)V X | Feup [},
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We should prove that (FCD) f is really a funcoid.

Proof. We need to prove that
X[(FCD) f]Y < Y N{(FCD) f)X # 05t 1) o X N((FCD) f~1) Y #£ 05 (Pst /),
The above formula is equivalent to:

VFGUP f:X[TFCD(SrCf;DStf)F}y o
yﬂﬂ {<TFCD(Src f;Dst f)F>X | Fe up f} 7/: OS(Dst ) o
X ﬂm {<TFCD(Src f;Dst f)F—1>y | Fe up f} 7/: OE(SrC f)

We have YN {(1FPE/D NPV Y | Feup f} =N {YN(FLEHDENEN Y | Feup f}.
Let’s denote W= {YN({FLE /Dt HEY ¥ | F e up f}
VF € up f: X[{FPESDtNE)Y o VF € up f: Y N(FPEesDt Ny o oF0stf) o
03 (Dst f) ¢W.
We need to prove that 055 ¢ W o | W £05Pst 5. (The rest follows from symmetry.)
This follows from the fact that W is a generalized filter base.
Let’s prove that W is a generalized filter base. For this enough to prove that V =

{<TFCD(SrCf;DSt f)F>X | F € up f} is a generalized filter base. Let A, B € V that is
A = (4FPEefDstipyy B = (4FDEre Dt NQY X where P, @ € up f. Then for C =

<TFCD(S“ f;Dst f)(P N Q)>X is true both C € V and C C A, B. So V is a generalized filter
base and thus W is a generalized filter base. 0

Proposition 205. (FCD)TRLD(A?B)f = 1FCPMB) £ for every small sets A, B and binary relation
fCAXB.

Proof. X[(FCD){R-PAB) 1y« VF € up tREPAB) f: ¥ [4FCPMABI Py o X [4FCPAB) 1y (for
every X,V €F). O

Theorem 206. X[(FCD) f]V < (X xR Y) £ f for every f €RLD and X €F(Src f), Y € F(Dst f).
Proof.

(X xRDY L f & VFeup f,Pcup(X xRPY): P£F
< VEeup f,XeupX,YeupV: (X xY)%F
& VFeup f,X eupX,Y €up Y: 45 /X [FCPEe iDst [) )4 Dst fyr
o VFEup f:X[TFCD(SrC f;Dst f)F}y
< X[(FCD) f]Y.

Theorem 207. (FCD)f=) <TFCD(SYC f;Dst f)>upf for every reloid f.

Proof. Let a is an atomic filter object.
((FCD) fya= N {{(4FCPEe DN Y g | Feup f} by the definition of (FCD).
<ﬂ <TFCD(S“ f;Dst f)>up f>a: N {<TFCD(SYG f;Dst f)F>a | Feup f} by the theorem 79.
So ((FCD) fya= (N <TFCD(S“ fiDst f)>up f)a for every atomic filter object a. O

Lemma 208. For every two filter bases S and T of binary relations on U x V for some small sets
U,V and every set ACU

ﬂ RLD(U:V) g ﬂ ARLD(USV) T ﬂ {tV(FYA| FeS}= ﬂ {(tV(G)A | GeT}

Proof. Let () tR-PUVIg= M 4RI,

First let prove that {(F')A | F €S} is afilter base. Let X, Y € {(F)A | F€S}. Then X =(Fx)A
and Y = (Fy)A for some Fx, Fy € S. Because S is a filter base, we have S > F; C Fx N Fy. So
(Fz)ACXNY and (Fz)Ac{(F)A| FeS}. So {(F)A | FeS}is afilter base.
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Suppose X €up () {tV(F)A | F€S}. Then exists X'€ {{F)A | F €S} where X D X’ because
{{F)A | F €S} is afilter base. That is X'=(F)A for some F € S. There exists G € T such that
G C F because T is a filter base. Let Y/ = (G)A. We have Y/ C X' C X; Y' e {(G)A | G T};
Y'eup N (tV(GYA| GeT}; Xeup N {1V(G)A | GET}. The reverse is symmetric. O

Lemma 209. {GoF | Feup f,G€upg} is a filter base for every reloids f and g.

Proof. Let denote D={GoF |Fecup f,Geupg}. Let A€ DAB€D. Then A=Gp0F4 A
B=GpoFp for some Fy, Fgcup f and G4,Gg€upg. So ANBD(GaNGg)o(FaNFg)eD
because FyNFpecup f and G4NGpecupg. O

Theorem 210. (FCD)(go f)=((FCD)g)o ((FCD)f) for every composable reloids f and g.
Proof.
((FCD)(go f))*X = () {1P*9(H)X | H cup(go f)}
= ﬂ {TDSt9<H>X | He€up ﬂ {TRLD(SrCf?DStg)(GOF) | FGupf,GEupg}}.
Obviously
() {1RPEre/iPta)(GoF) | Feup f,Geupg} =
ﬂ <TRLD(Src f;Dst g)>up ﬂ {TRLD(SrC f;Dst g)(GOF) | FEup f,G Gupg};
from this by the lemma (taking in account that {Go F | F € up f, G € up g} and up
{TRLD(S“ FiDsta)(GoF) | Feup f,G cup g} are filter bases)
ﬂ {TD“Q VX | Heup ﬂ {TRLD(SrCfD“g)(GoF )| Feupf, GEupg}}
() {1P*9(GoF)X | Feup f,Geupg}.
On the other side
(((FCD)g) o ((FCD) f))*X = ((FCD)g){(FCD)f)*X
= ((FCD)g ﬂ {(APs*f(F)X | Feup f}
ﬂ {(aFCOBreaDtae) () (1P /(F)X | Feup f} | G €upyg}.

Let’s prove that {(F)X | F €up f} is a filter base. It A, Be {(F)X | F €up f} then A= (F1)X
and B=(F5)X where Fy,Focup f. ANBO(FiNF)Xe{(F)X | Feupf}. So{(F)X | Feup f}
is really a filter base.

By the theorem 52 we have

(PRSI aD Gy () (191 (F)X | Feup f} = (] (1P49(G)(F)X | Feup £},
So continuing the above equalities,
((FCD)g) o ((FCD) )" X = () {( {TDS“’ F)X|Feupf}|Geupg}
= ) {t>t9(@) XIFGupf Geupg}
=N {TD“9<GoF>X | Feup f,Geupg}.
Combining these equalities we get ((FCD)(go f))*X =(((FCD)g) o ((FCD) f))*X for every set X. [J

Corollary 211.
1. (FCD) f is a monovalued funcoid if f is a monovalued reloid.

2. (FCD)f is an injective funcoid if f is an injective reloid.

Proof. We will prove only the first as the second is dual. Let f is a monovalued reloid. Then
f ° f—l C IRLD(Dst f); (FCD)(f o f—l) C IFCD(Dst f); (FCD)f o ((FCD)f)_l C IFCD(Dst ) that is
(FCD) f is a monovalued funcoid. O

Proposition 212. (FCD)IR'P = IFP for every f.o. A.
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Proof. Recall that I§-0 = {Base(A], | A€ upA}. For every X, € §(Base(A)) we have:
[(FCD) RLD]y PN X ><RLD y * IRLD S VYA€e up A X ><RLD y % TRLD(Base(.A) Base(.A))IA S VA€

up A: X[ fRED(Base(A)BaselAN T, 1y o VA € up A: X N Y 41PN A 6 X N Y # Ae X[(FCD)IHP1Y

(used properties of generalized filter bases). O

Proposition 213. (FCD)(A xRP B) = A xFCP B for every f.o. A and B.

Proof. X[(FCD)(A xRP B)]Y « VF € up(A xR B): X[TFCD(B&SG(A);Base(B))F]y (for every X,

YEeT).
Evidently

VF Eup(A w« RLD B) X[TFCD(Base(‘A);Base(B))F}yéVAEup.A, B GupB: X[TFCD(Base(A);Base(B))(A X
B)]y.

Let VAcup A, BcupB: X[TFCD(B&SE(A)?BB‘S&(B))(A x B)|Y. Then if F €up(A xR-PB) then there
are A€up A, B€up B such that F O A x B. So X[TFCD(B&SG(A);B“E(B))F]y.

We proved VE € up(A xRtP B): X[TFCD(Base(A);Base(B))F}y & VA eu A, B € up B:
X[TFCD(Base(.A);Base(B))(A X B)]y

Further VA € up A, B € up B: X[TFCD(Base(A);Base(B))(A x B)|Y < VAcup A, B € up B:
X g pBase( AN Y 4 4BeBIB o ¥ L ANY # Be X[AXFCPBY.

Thus X[(FCD)(A xRP B)|Y < X[A xFEP B Y. O

Proposition 214. dom (FCD) f =dom f and im (FCD) f =im f for every reloid f.

Proof. im (FCD) f = ((FCD) f)13GH) = N (4P /(F)(Src f) | Feup f} = (N (1P /im F | F €

up f}= (t7°/)(im)up f =im f.
dom (FCD) f =dom f is similar. O

Proposition 215. (FCD)(f N (A xRP B)) = (FCD)f n (A xFCP B) for every reloid f and
A€ F(Src f) and B e F(Dst f).

Proof. (FCD)(f N (A xRP B)) = (FCD)(IEP o f o IRP) = (FCD)IZP o (FCD) f o (FCD)IRP =
IEP o (FCD) f o IFP = (FCD) f N (A xCP B). O

Corollary 216. (FCD)(f|4)=((FCD)f)|a) for every reloid f and f.o. A.
Proposition 217. ((FCD) f)X =im(f|x) for every reloid f and f.o. X.

Proof. im(f|x)=1m (FCD)(f|x)=1im ((FCD) f)|x) = ((FCD) f)X. U

5.2 Reloids induced by funcoid

Every funcoid f € FCD(A4; B) induces a reloid from A to B in two ways, intersection of outward
relations and union of inward direct products of filter objects:

(RLD)oue /< () (1RLAE up
(RLD)in fE | {A xR B | A€ F(A), BEF(B), AxFPBC [}
Theorem 218. (RLD);,f = URLD{a xRLDp | g € atoms 1557 ) p e atoms 15Pstf) ¢ xFCPp C f}.
Proof. Follows from the theorem I16T. 0

Remark 219. In seems that (RLD);, has smoother properties and is more important than
(RLD)out. (However see also the exercize below for (RLD);, not preserving identities.)

Proposition 220. (RLD)y,1FCPAB) f = 4RLD(AB) 1 for every small sets A, B and binary relation
fCAXB.
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Proof. (RLD)outTFCD(A;B)f _ ﬂ <TRLD(A;B)>up TFCD(A;B)f _ TRLD(A;B)min up TFCD(A;B)f _
TRLD(A;B)f. ]

Lemma 221. F € up (RLD)y,f < Va € atoms 1567H b c atoms 1509 . (q[f]p =
ARLD(Sre fiDst /) B 5 ¢ xRLP p) for a funcoid f.

Proof.

Feup(RLD)inf & Feup U {axRPp | a € atoms 1557 S) b c atoms 15050 1) g xFCEDp C f1
& Va € atoms 15675 atoms 1558 1): (4 xFP b C f= F cup(a xRLb))
& Va € atoms 15575 b € atoms 15581 ((q xFCP p) 4 f = ARLD(Sre fiDst /) o 5
a xR p)
& Vaeatoms 1557 b e atoms 15PN (q[ f]p= tRPSre fiDst Nl 5 ¢ «RLDp),

O

Surprisingly a funcoid is greater inward than outward:
Theorem 222. (RLD)oyutf C (RLD);y, f for every funcoid f.

Proof. We need to prove

m <TRLD(Srcf;Dstf)>upfg U {AXRDPB| A, BeF, AxFPBC f1.
Let
K eup U {AXRPB | A BeF, AXFPBC f}.
Then

K = TRLD(Srcf;Dstf)U {X_AXYB | A,BES,AXFCDBQ‘}C}
U {TRLD(SrCf;Dst f)(XAXYB) | A,BG%,AXFCDBQ‘JC}
2 f
where X4€up A, YgeupB. So K cup f; K €up ) <TRLD(SrCf;DSt f)>up f- O

Theorem 223. (FCD)(RLD);, f = f for every funcoid f.

Proof. For every sets X € &(Src f) and Y € Z(Dst f)

X[(FCD)(RLD) f]*Y <

(151X xFLO D IY) s (RLD)yf 5

ARLD(re fiDst (X % v) U {a xR b | a € atoms 15 b € atoms 150t
a xFCDbg f}

Ja € atoms 1557 ) b c atoms 15005 (¢ xFEPp C f A4REDSre fiDst (X 5 V) 4 (a xRP b))

Ja € atoms 157 ) b € atoms 15PH: (a[flb Aa S5 FX Ab TPt TY)

X[f1Y.

t o

* theorem 53 in [I5].
Thus (FCD)(RLD)in f = f. O

Remark 224. The above theorem allows to represent funcoids as reloids.
Obvious 225. (RLD);,(A xFP B) = A xRLP B for every f.o. A, B.
Conjecture 226. (RLD),u /7P = IRP for every f.o. A.

Exercise 1. Prove that generally (RLD);, 7P # I8P

Conjecture 227. dom (RLD);, f =dom f and im (RLD);, f =im f for every funcoid f.
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Proposition 228. dom(f|4)=.ANdom f for every reloid f and f.o. A€ F(Src f).
Proof. dom(f|4)=dom (FCD) f|4=dom ((FCD) f)| a=ANdom (FCD) f = ANdom f. O

Theorem 229. For every reloids f, g:
1. If im f D dom g then im(go f)=img.
2. If im f Cdom g then dom(go f)=dom f.
Proof.
1. im(go f)=im (FCD)(go f) =im((FCD)g o (FCD) f) =im (FCD)g =im g.
2. Similar. 0

Corollary 230. (RLD)in(f].4) =((RLD)inf)|.4) for every funcoid f and f.o. A.

5.3 Galois connections of funcoids and reloids

Theorem 231. (FCD): RLD(A; B) — FCD(A4; B) is the lower adjoint of (RLD);,: FCD(A; B) —
RLD(A; B) for every small sets A, B.

Proof. Because (FCD) and (RLD)i, are trivially monotone, it’s enough to prove (for every f €
RLD(A4; B), g € FCD(A; B))
f € (RLD);u(FCD) f and (FCD)(RLD)iug C g.
The second formula follows from the fact that (FCD)(RLD)ing = g.
(RLD)in(FCD) f =
U {a xRPb | a € atoms 154 b e atoms 15(8) ¢ xFCPp C (FCD) f}
U {a xR0 | a € atoms 15 b € atoms 155), a[(FCD) f]b}
U {a xR0 | a € atoms 15N b€ atoms 15(), (a xRDb) £ £}
U {p c atoms(a xRPb) | a € atoms 15| b € atoms 15(5), p¥ f} =
U {pEatomslg(AXB) |pk f} =
U {p | p€atoms f}=f.

I

Corollary 232.
1. (FCD)Y S= U ((FCD))S if S € #RLD(A; B).
2. (RLD)in) S= ((RLD)in)S if S € FCD(A; B).

Proposition 233. (RLD)i,(f N (A xFP B)) = ((RLD);, f) N (A xRP B) for every funcoid f and
f.o. A€F(Src f) and B F(Dst f).

Proof. (RLD)iu(f N (A xFPB))=((RLD)inf) N (RLD)in(A x P B)) = ((RLD)in f) N (A xRPB). O
Conjecture 234. (RLD);, is not a lower adjoint (in general).
Conjecture 235. (RLD)y,s is neither a lower adjoint nor an upper adjoint (in general).

See also the corollary below.

6 Continuous morphisms

This section uses the apparatus from the section ‘“Partially ordered dagger categories”.
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6.1 Traditional definitions of continuity

In this section we will show that having a funcoid or reloid 1 f corresponding to a function f we
can express continuity of it by the formula 1 fo u Cvo1f (or similar formulas) where p and v are
some spaces.

6.1.1 Pre-topology

Let p and v are funcoids representing some pre-topologies. By definition a function f is continuous
map from p to v in point a iff

Vecup(v) fadd e up(p)*{a}: (f)d Ce.
Equivalently transforming this formula we get:

Ve € up(y) fa: (FER D) £y () pSenfa) € e
<TFCD(Src p;Dst u)f> <M>TSrc ,u{a} C <l/>fa;
<TFCD(Src 1;Dst V)f> <‘u>TSrc ,u{a} C <I/><TFCD(SrC 1;Dst V)f> TSrc ,u{a};
<TFCD(Src p;Dst l/)f o M>TSrc ,u{a} C <I/ o TFCD(Src p;Dst U)f>TsrC ,u{a}.

So f is a continuous map from u to v in every point of its domain iff

TFCD(SrC 13 Dst I/)f opuCro TFCD(Src p;Dst l/)f

6.1.2 Proximity spaces

Let p and v are proximity (nearness) spaces (which I consider a special case of funcoids). By

definition a function f is a proximity-continuous map (also called equivicontinuous) from p to v iff
VX € Z(Srcp),Y € Z(Dst p): (X[u]*'Y = fX[V]*fY).

Equivalently transforming this formula we get:

VX, Y € 2U: (X[,u]*Yé <TFCD(Src p;Dst u)f>Y N <V><TFCD(SrC p;Dst u)f>X 7& OS(Dbt z/)
VX,Y € 20: (X [u]*Y = <TFCD(Src p;Dst V)f>y n <VOTFCD(Src 1 Dst u)f>X £ 8 (Dst u)
VX,Y € PU: (X[pu]*Y = X [v o tFeDErembst) g17 ryyy;
VX,Y € 20: (X[u]*Y = <f>Y[(uoTFCD(STCH?DSWV)*]*X);
VX, Y € 2U: (X[,u]*Yé <f>Y[(TFCD(STCM?DStV)f)*l o Vﬁl]*X);

VXY € PU: (X[M]*YéTS(SrC WX A <(TFCD(Src 1 Dst u)f)fl OV—1><TFCD(Srcu;Dst u)f>Y7é 03 (e u));
VX,Y € 2U: (X[‘LL]*Y:>TS(SrC mXA <(TFCD(Src 1 Dst V)f)fl —1  4FCD(Sre s Dst V)f>Y7é 0B (Sre M));
VXY € 20: (X[u]'Y = Y| (TFCD(Src 1;Dst u)f)—1 o1 o 4FCD(Sre i Dst u)f]* ):

VXY € PU: (X [p]*Y = X[ (1FCDErepbst ”)f)*l oy o {FCD(Ste Dty £17y7 ).
uC (TFCD(SrcM;Dst u)f)fl o v o HFCD(Sre wiDstv) £

So a function f is proximity-continuous iff p C ($FCPSrembsty) £)=1 ¢, o HFCD(Sre wibstr) ¢

6.1.3 Uniform spaces

Uniform spaces are a special case of reloids.
Let p and v are uniform spaces. By definition a function f is a uniformly continuous map from
wto v iff

VecupvId eup uV(z;y) €6: (fa; fy)€e

Equivalently transforming this formula we get:

Vecupv3dd eup pV(z;y) €0: {(fx; fy)} Ce
Vecupvad €up uV(z;y) €6: fo{(xz;y) o f1Ce
Vecupradeup pu: fodo f~1Ce
Ve € up v: TRLD(Dst p;Dst l/)f oo (TRLD(Dst p;Dst u)f)fl Ce
TRLD(Dst p;Dst u)f opo (TRLD(Dst p;Dst l/)f)*l Cu.
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So a function f is uniformly continuous iff $REP(DstwiDsty) g o (PRLD(Dst wibstw) p) =1y,

6.2 Our three definitions of continuity

I have expressed different kinds of continuity with simple algebraic formulas hiding the complexity
of traditional epsilon-delta notation behind a smart algebra. Let’s summarize these three algebraic
formulas:

Let p and v are endomorphisms of some partially ordered precategory. Continuous functions
can be defined as these morphisms f of this precategory which conform to the following formula:

feC(yv)e feMor(Ob p;Obv)A fouCro f.

If the precategory is a partially ordered dagger precategory then continuity also can be defined in
two other ways:

feC (uv) < feMor(Obu;Obv)AuC flovo f;
feC(u;v) & feMor(Ob ;0bv) A fopuo ffCw.

Remark 236. In the examples (above) about funcoids and reloids the “dagger functor” is the
inverse of a funcoid or reloid, that is fT= 1.

Proposition 237. Every of these three definitions of continuity forms a sub-precategory (subcat-
egory if the original precategory is a category).
Proof.

C. Let feC(u;v), geC(v;m). Then fouCro f, govCmog; gofouCgovofCmogo f.
So go feC(u;m). lob, € C(p; 1) is obvious.

C'. Let feC'(u;v), g€C'(v;m). Then uC flovof,vCglomogy;
pC flogtomogof; uC(gof)fomo(gof).
So go feC/'(pu;m). lob € C/(u; p) is obvious.
C”. Let f€C"(u;v), g€ C”(v;m). Then fopuo fiCw, govoglCr;
gofouoflogiCm (gof)opo(gof)icm.
So go feC”(p;m). lop € C”(p; 1) is obvious. O

Proposition 238. For a monovalued morphism f of a partially ordered dagger category and its
endomorphisms p and v

feC(uv)=feCuv)= feC"(uv).
Proof. Let f€C'(y;v). Then uC flovo f; fouC foflovo fClpg ovo f=vof; fe€C(u;v).
Let f€C(pu;v). Then fouCvof; fouo fiCvofofiCvolpg=v; f€C”(pu;v). O

Proposition 239. For an entirely defined morphism f of a partially ordered dagger category and
its endomorphisms p and v

feC(wv)= feC(uv)= feC ().

Proof. Let f€C”(pu;v). Then fopo ffCuw; fouo ffofCuvof; fopolgrefCrvof; fouCrof;
feCluv).

Let f€C(u;v). Then fouCvof; flofouC flovo filgerouC flovof; uC flovof;
feC(pv). O

For entirely defined monovalued morphisms our three definitions of continuity coincide:

Theorem 240. If f is a monovalued and entirely defined morphism then

feC(wrv)e feCly)e feC ().
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Proof. From two previous propositions. ([l

The classical general topology theorem that uniformly continuous function from a uniform
space to an other uniform space is near-continuous regarding the proximities generated by the
uniformities, generalized for reloids and funcoids takes the following form:

Theorem 241. If an entirely defined morphism of the category of reloids f € C”(u;v) for some
endomorphisms p and v of the category of reloids, then (FCD) f € C'((FCD)u; (FCD)v).

Exercise 2. I leave a simple exercise for the reader to prove the last theorem.

6.3 Continuousness of a restricted morphism

Consider some partially ordered semigroup. (For example it can be the semigroup of funcoids or
semigroup of reloids regarding the composition.) Consider also some lattice (lattice of objects).
(For example take the lattice of set theoretic filters.)

We will map every object A to identity element I4 of the semigroup (for example identity
funcoid or identity reloid). For identity elements we will require

1. IAOIB:IAQB;
2. folpaC fiIaofCf.

In the case when our semigroup is “dagger” (that is is a dagger precategory) we will require also
(I4)T=14.

We can define restricting an element f of our semigroup to an object A by the formula f|s=
folg.

We can define rectangular restricting an element p of our semigroup to objects A and B as
Igopoly. Optionally we can define direct product A x B of two objects by the formula (true for
funcoids and for reloids):

pN(Ax B)=1Igopoly.
Square restricting of an element 1 to an object A is a special case of rectangular restricting and
is defined by the formula 40 oI (or by the formula pN (A x A)).
Theorem 242. For every elements f, u, v of our semigroup and an object A
1. feC(u;v)= flaeCIao poly;v);
2. feC(v)= flacC'(Iaopola;v);
3. feC(uv)= flacC’(Iaopols;v).

(Two last items are true for the case when our semigroup is dagger.)

Proof.

1. flaeCaopolys;v) e flaclpopols Cvo flasfolpolpsopolsy Cvo flas
folpopolyCrofolp< folpouCrof< fouCrvo fe feCly ).

2. fla€C'(Iaopola;v) e Iaopols C(fla)lovo flasslaopolaC(fola)lovo folse
TqopolsClao flovofols<=uC flovofe feC ().

3. flacC"(Ipopola;v) e flaolaopolso(fla) Cve folpaolpopuolpolso fiCrve
folpopuolso filCve fouofiCve feC’(u;v). O

7 Connectedness regarding funcoids and reloids

Definition 243. I will call endo-reloids and endo-funcoids reloids and funcoids with the same
source and destination.
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7.1 Some lemmas

Lemma 244. If ~(A[f]*B) A AU B € up(dom f Uim f) then f is closed on tVA for a funcoid
f€FCD(U;U) and sets A, B€ ZU (for every small set U).

Proof. —(A[f]*B) & 1YB n (f)tVA = 030 — (dom f Uim f) N tVB N (f)*A = 03U —
((dom fUim f)\1YA) N (f)*A=05") o (f)*ACHVA. g

Corollary 245. If ~(A[f]*B) A AU B € up(dom f Uim f) then f is closed on 1Y(4 \ B) for a
funcoid f and sets A, B € 22U (for every small set U).

Proof. Let =(A[f]*B) A AU B € up(dom f Uim f). Then —((A \ B)[f]*B) AtY((A\ B)UB) €
up(dom f Uim f). O

Lemma 246. If ~(A[f]*B) A AUB €up(dom fUim f) then =(A[f"]*B) for every whole positive n.

Proof. Let —(A[f]*B) A AU B € up(dom f Uim f). From the above proposition (f)*A C tVA.
VB N (f)1YA = 05V consequently (f)*A C tY(A \ B). Because (by the above corollary)
[ is closed on tY(A \ B), then (f){(f)tVA CHY(A \ B), (f){fI{f)TVA CtY(A \ B), etc. So
(fMITVACHY(ANB), 1VB= (f")1VA, =(A[f"]"B). 0

7.2 Endomorphism series
def

Definition 247. S;(u)= pU p?Up3U... for an endomorphism p of a precategory with countable
union of morphisms.

def def
Definition 248. S(u) =u0U S1(p) = p’ U pU p? U pduU... where pO= Iob , (identity morphism
for the object Ob ) where Ob p is the object of endomorphism g for an endomorphism g of a
category with countable union of morphisms.

I call Sy and S endomorphism series.

We will consider the collection of all binary relations (on a set U), as well as the collection of
all funcoids and the collection of all reloids on a fixed set, as categories with single object U and
the identity morphisms Ir5, TP [RLD(©),

Proposition 249. The relation S(u) is transitive for the category of binary relations.

Proof.

S(u)oS(u) = poS(u)UpoS(p)Up?oS(u)U...
= (pPuptupPu.)upltuprupdu.)up?upduptu..))
= pluptup?u...
= S(w).

7.3 Connectedness regarding binary relations

Before going to research connectedness for funcoids and reloids we will excurse into the basic special
case of connectedness regarding binary relations on a set O.

Definition 250. A set A is called (strongly) connected regarding a binary relation p when
VX € Z(dom p) \ {0}, Y € Z(im u)\ {0}: (X UY = A= X[u]Y).

Let U is a set.
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Definition 251. Path between two elements a,b € U in a set A CU through binary relation p is
the finite sequence x...x,, where zo=a, , =b for n€ N and z;(pN A X A)x;41 for every i =0,...,
n — 1. n is called path length.

Proposition 252. There exists path between every element a € U and that element itself.
Proof. It is the path consisting of one vertex (of length 0). O

Proposition 253. There is a path from element a to element b in a set A through a binary relation
wiff a(S(pNAx A))b (that is (a,b) € S(uN A x A)).

Proof.
=. If exists a path from a to b, then {b} C ((u N A x A)"){a} where n is the path length.
Consequently {b} C (S(pNAx A)){a}; a(S(pNAx A))b.

<. If a(S(uN A x A))b then exists n € N such that a (N A x A)"b. By definition of composi-
tion of binary relations this means that there exist finite sequence xg...x, where xo=a, r,=b
forneN and z; (uNA X A)x; 41 for every i=0,...,n — 1. That is there is path from a to b. O

Theorem 254. The following statements are equivalent for a relation p and a set A:
1. For every a,b€ A there is a path between a and b in A through pu.
2. S(uNAxA)DAxA.
3. S(uNAxA)=AxA.
4

. A is connected regarding .

Proof.

(1)=-(2). Let for every a, b € A there is a path between a and b in A through p. Then
a(S(uNAx A))b for every a,be A. Tt is possible only when S(unA x A) D A x A.

(3)=-(1). For every two vertices a and b we have a (S(uNA x A)) b. So (by the previous
theorem) for every two vertices a and b exist path from a to b.

(3)=(4). Suppose that =(X[pN A x A]Y) for some X,Y € 20U\ {0} such that X UY = A.
Then by a lemma —~(X[(uNA x A)"Y") for every n € N. Consequently ~(X[S(uNAx A)]Y).
So S(uNAxA)+AxA.

(4)=(3). If (S(uN A x A)){v} = A for every vertex v then S(uNA x A)=A x A. Consider

the remaining case when Vd:ef<S(,u NAx A)){v} C A for some vertex v. Let W=A\V.
If card A =1 then S(uNA x A) D (=) = A x A; otherwise W # (. Then VU W = A and
so V[u]W what is equivalent to V[N A x AJW that is (uN A x AYV N W # 0. This is
impossible because (tNA X A)V=(uNAx AYS(pNAXxA)YV =(S1(uNAx A)V C
(S(LNAXA))V =V.

(2)=(83). Because S(uNAxA)CAxA. O

Corollary 255. A set A is connected regarding a binary relation p iff it is connected regarding
uNAxA.

Definition 256. A connected component of a set A regarding a binary relation F' is a maximal
connected subset of A.

Theorem 257. The set A is partitioned into connected components (regarding every binary
relation F).

Proof. Consider the binary relation a~b< a (S(F))bAb(S(F))a. ~ is a symmetric, reflexive, and
transitive relation. So all points of A are partitioned into a collection of sets Q). Obviously each
component is (strongly) connected. If a set R C A is greater than one of that connected components
A then it contains a point b € B where B is some other connected component. Consequently R is
disconnected. g
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Proposition 258. A set is connected (regarding a binary relation) iff it has one connected com-
ponent.

Proof. Direct implication is obvious. Reverse is proved by contradiction. ([l

7.4 Connectedness regarding funcoids and reloids
Definition 259. S{(u)=) {TRLD(Ob wOb WG (M) | M €up p} for an endo-reloid .

Definition 260. Connectivity reloid S*(u) for an endo-reloid p is defined as follows:

() = () {RLOP OGN | M €up p}.

Remark 261. Do not mess the word connectivity with the word connectedness which means being
connected.?

Proposition 262. S*(u)=IRPOP 1y St (1) for every endo-reloid p.
Proof. Follows from the theorem about distributivity of U regarding () (see [I5]). O

Proposition 263. S*(u)=.5(u) if 1 is a discrete reloid.

Proof. §*(1)= () {S(1)} =5(1). O

Definition 264. A filter object A € F(Ob ) is called connected regarding an endo-reloid p when
S* (N (A XRLD A)) D A xRLP 4,

Obvious 265. A filter object A € Ob y is connected regarding a reloid p iff S*(uN (A xRP A)) =
A xRLD 4,

Definition 266. A filter object A is called connected regarding an endo-funcoid g when
VX,V eF(Obp)\ {05CPWL (YUY =A= X[u]V).

Proposition 267. Let A be a set. The f.o. 19P#A is connected regarding an endo-funcoid s iff
VX, e 2(0bu)\{0}:(XUY =A= X[u]*Y).

Proof.
=-. Obvious.

<. Follows from co-separability of filter objects. O

Theorem 268. The following are equivalent for every set A and binary relation pu:
1. A is connected regarding binary relation .
2. 1Ob 1A is connected regarding $REP(OP #iObw)

3. 1Ob 14 is connected regarding $FCP(OP #Obw) )

Proof.
(1)<:>(2). S*(TRLD(ObMObH)‘u N (TOb,uA w RLD TOb,uA)) — S*(TRLD(Obu;Obu)(M n A
A)) _ TRLD(Obu;Oby)s(u NAxA). So S*(TRLD(Obu;Obu)H N (TOb“A «RLD TOb,uA))

TOb,uA « RLD TOb,uA = TRLD(Obu;Obu)s(M N A x A) D) TRLD(ObIMObM)(A % A) _
20D 1 g  RLD 4O i g h

U X

(1)< (3). Follows from the previous proposition. O

I. In some math literature these two words are used interchangeably.
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Next is conjectured a statement more strong than the above theorem:

Conjecture 269. Let A is an f.o. and F is a binary relation on A x B for some sets A, B.
A is connected regarding tFEDMAB) B iff A is connected regarding ARLD(AB) o,

Obvious 270. A filter object A is connected regarding a reloid p iff it is connected regarding the
reloid N (A xRLD Q).

Obvious 271. A filter object A is connected regarding a funcoid g iff it is connected regarding
the funcoid p N (A xFP A).

Theorem 272. A filter object A is connected regarding a reloid f iff 19P /A is connected regarding
every F € <TRLD(Ob f;0b f)>up I

Proof.
=-. Obvious.
<. 1OP A is connected regarding TR SOV N piff §(F) = FOU F1UF2U... € up(A xRP A).
S*(f):ﬂ {TRLD(ObH?ObM)S(F) | FEUPf}:_)ﬂ {AXRLD.A | FEupf}:AXRLDA. 0

Conjecture 273. A filter object A is connected regarding a funcoid p iff A is connected for every
Fe <TFCD(Ob ©;Ob ,u)>up L.

The above conjecture is open even for the case when A is a principal f.o.

Conjecture 274. A filter object A is connected regarding a reloid f iff it is connected regarding
the funcoid (FCD)f.

The above conjecture is true in the special case of principal filters:

Proposition 275. A fo. 19°P#A (for a set A) is connected regarding an endo-reloid f iff it is
connected regarding the endo-funcoid (FCD) f.

Proof. 19P /4 is connected regarding a reloid f iff A is connected regarding every F € up f that

is when (taken in account that connectedness for $REP(OP 0P f) ' js the same as connectedness of
TFCD(Ob f;0b f)F)

VE €up fYX, Y €F(Ob f)\ {05 N (x Uy =10P 4= x[1FCPOP 1O NPTy
VX, Y eF(ODb f)\ {05OPDVF cup f: (X UY =1CPFA= X [1FCPOP1OP D]y
VX, Y eF(O0b f)\ {05OP N1 (XY Uy =1PTA=VF cup f: X[1FCPOPSOPNHE] Y
VX,V eFOb f)\ {05OP N (X Uy =1°PF4= X[(FCD) f

<

that is when the set 9P f4 is connected regarding the funcoid (FCD) f. O

7.5 Algebraic properties of S and S*

Theorem 276. S*(S*(f))=S5*(f) for every endo-reloid f.

Proof. S*(S*(f)) _ ﬂ {TRLD(Obf;Ob f)S( ) | R € up S* } { RLD(Ob f;Ob f)S(R) | Re
{S(F) | Feup f}} = N {ARPOPEODS(S(F)) | Feup f} = N {1RPOPTOODS(F) | F e
up f}=5*(f).

So S*(S*(f)) CS*(f). That S*(S*(f)) 2 S*(f) is obvious. O
Corollary 277. S*(S(f))=5(S*(f))=S*(f) for any endo-reloid f.

Proof. Obviously S*(S(f)) 2 S*(f) and S(S*(f)) 2 S*(f).
But 5*(5(f)) € 5*(5*(f)) =5"(f) and S(5*(f)) € 5*(5*(f)) = 5*(/). m
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Conjecture 278. S(S(f))=S(f) for
1. every endo-reloid f;

2. every endo-funcoid f.

Conjecture 279. For every endo-reloid f
L S(f)eS(f)=5(/);
2. 57(f) e §°(f)=5"(f);
3. 5(f) 057 (f)=5"(f) e S(f)=5*(f)-
Conjecture 280. S(f)oS(f)=S5(f) for every endo-funcoid f.

8 Postface

8.1 Misc

See this Web page for my research plans: http://www.mathematics21.org/agt-plans.html
I deem that now the most important research topics in Algebraic General Topology are:

e to solve the open problems mentioned in this work;
e define and research compactness of funcoids.

e research are n-ary (where n is an ordinal, or more generally an index set) funcoids and
reloids (plain funcoids and reloids are binary by analogy with binary relations).

We should also research relationships between complete funcoids and complete reloids.
All my research of funcoids and reloids is presented at
http://www.mathematics21.org/algebraic-general-topology.html

Appendix A Some counter-examples

For further examples we will use the filter object A defined by the formula
A= ﬂ {TE(R)(—E; e) | eeR,e> 0}.

I also will denote ©2(A) the Fréchet f.o. on the set A.

Example 281. There exist a funcoid f and a set S of funcoids such that fn|J S# | (fN)S.

Proof. Let f=A xFP45®0} and § = {$FPERE)((g; 400) x {0}) | € >0}. Then fN Y S=
PPOPETI(A 5 13E{0}) N AFPER((0; +00) x {0}) = (A N 5E(0; +o0)) xFPL 150} 2
OFCD(]R;]R) while U <fﬁ>S: U {OFCD(]R;]R)} :OFCD(]R;]R). 0

Conjecture 282. There exist a set R of funcoids and a funcoid f such that fo|J R£ | (fo)R.

Example 283. There exist a set R of funcoids and f.o. X and ) such that
1. X[U RIYABSf e R X[f]Y;
2. (UR)XDUAL{N)X ]| feRr}
Proof.
1. Let X = A and Y = 15®). Let R = {tFPRB)((c; 400) x R) e € R, ¢ > 0}. Then
U R=1FPER)((0; +00) x R). So X[|J R]Y and Vf € R: =(X[f]Y).

2. With the same X and R we have (|J R)X =R and (f)X = 05®) for every f € R, thus
U {{(f)X | feR}=05M. O
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RLD c IRLD(Base(a)) Base(a))

Theorem 284. For a f.o. a we have a X only in the case if a =03
a is a trivial atomic f.o. (that is corresponds to an one-element set).

or

Proof. If q xRLP o C JRLD(Base(a) then exists m e up(a xRPq) such that m C IBase(a)- Consequently
exist A, B €upa such that A X B C Ipase(q) What is possible only in the case when A=B=a is an
one-element set or empty set. O

Corollary 285. Reloidal product of a non-trivial atomic filter object with itself is non-atomic.

Proof. Obviously (a xR q) n [RLD(Base(a)) L g§(Base(a)) ang (g xRP ) n [RED(Base(a)) <
axRtPg, O

Example 286. (RLD);, f # (RLD)ous f for a funcoid f.

Proof. Let f = I"®™). Then (RLD)iyf = | {a xRPa | a € atoms 1™} and (RLD)out f =
IRD®) - But as we shown above a xRP q ¢ TRPM) for non-trivial f.o. a, and so (RLD)inf ¢
(RLD)ous f- 0

Proposition 287. [FCPMN) n4FEPIN(N x N) \ Iy) = IGFR) # 0F PN,

Proof. Note that <15%13)>X =XNOQ(N).

Let f =PI g =4FCONN (N x N) \ In).

Let x is a non-trivial atomic f.o. If X € upz then card X > 2 (In fact, X is infinite but we don’t
need this.) and consequently (g)*X =15, Thus (g)z =15™. Consequently

(fnglz=(flzn{gz=2zn130 =z

Also <15%1'\31)>x =2zNQ(N) ==z.

Let now z is a trivial f.o. Then (f)z =2 and (g)z=15™\ z. So

(fng)z=(flzn{g)z=zn(15\z) =05

Also (IE7Ry )z =z NQN) =05™),
So (fng)x= <I(F2%13)>x for every atomic f.o. z. Thus fN g:ISFf(:I'?I). O

Example 288. There exist binary relations f and ¢ such that $FCP(4:5) f ﬂTFCD(A;B)gsé fnNg for
some sets A, B such that f,gC A x B.

Proof. From the proposition above. O

Example 289. There exists a discrete funcoid which is not a complemented element of the lattice
of funcoids.

Proof. I will prove that quasi-complement (see [15] for the definition of quasi-complement) of the
funcoid I7°P™) is not its complement. We have:

(IFCD(N))* — U {cEFCD | cXIFCD(N)}
U {1} xFLN{8} | @, BN, {a} xFP {8} < [FPM}
U (1™Na} xFPN(B} | o, BeN, o B}

= PFONN| | ({a} x {8} | a, BN, a # B}
= tFCDMNN)(N % N\ Iy)

1Y)

(used the corollary T1T). But by proved above
(IFCD(IN))* N IFCOMN) L g (), 0

Example 290. There exists funcoid h such that up A is not a filter.
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Proof. Consider the funcoid h= 15%13)- We have (from the proposition) that f €uph and g € up f,
but fNg=0¢uph. O

Example 291. There exists a funcoid h# 0FP(4i5) such that (RLD)gysh = OR-PAIB),

Proof. Consider h= 15%1'\31). By proved above h= f N g where f=I1"P™N 4 :TFCD(N?N)((N x N\
IN).

We have f,ge€uph.

So (RLD)oush = () (1RPEN\yp p CARPEN)(f  g) = QRPN and thus (RLD)gush =
ORLD(N;N) ]

Example 292. There exists a funcoid h such that (FCD)(RLD)outh # h.
Proof. Follows from the previous example. O
Example 293. (RLD);,(FCD) f # f for some convex reloid f.

Proof. Let f = IR'P(MN) Then (FCD)f = IFCPM) | Let @ is some nontrivial atomic f.o. Then
(RLD)in(FCD) f D a xRPq ¢ IRLPM) and thus (RLD)iy(FCD) f € f. O

Remark 294. Before I found the last counter-example, I thought that (RLD)j, is an isomorphism
from the set of of funcoids to the set of convex reloids. As this conjecture failed, we need an other
way to characterize the set of reloids isomorphic to funcoids.

Example 295. There exist funcoids f and g such that
(RLD)out(g © f) 7é (RLD)outh (RLD)outf-

Proof. Take f=IfR) and g =15™ xFP4N{a} for some o € N. Then (RLD)gy f = 0RO
and thus (RLD)eytg © (RLD)gys f = OREP(NN),

We have go f=Q(N) x P +N{q ]

Let’s prove (RLD)out(Q2(N) xFEPANL 1) = Q(N) xRLPANIG Y

Really: (RLD)out(2(N) xFEPNLa ) = N ARLDMNN) 5 (Q(N) xFP {a}) = N {TRLD(N;N)(K «
{a}) | KGupQ(lN)}.

Feu N {RPENEK x {o})|[K € up QN)} & F € up( N {1NK |K €
up Q(N)} xREPANLAYY for every F € (N x N). Thus

M {RCENE x fa}) | K € up &)} = () {INK | K € up QN)} xFP 1N{a} =
Q(N) xRLDAN{o 1,

50 (RLD)ou(AN) xFP 1¥{a}) = Q(N) x*-21N{a }.
Thus (RLD)out(go f) =Q(N) xRP {q} £ ORLDINGN), -

Example 296. (FCD) does not preserve finite meets.

Proof. (FCD)(IRLD(N) N (1RLD(]N;N) \ IRLD(]N))) _ (FCD)ORLD(]N’]N) _ OFCD(N;]N).

On the other hand
(FCD)IRLD(N) N (FCD)(lRLD(]N;N) \IRLD(]N))) — IFCD(N) N (1FCD(N;]N) \ IFCD(N)) — ISEl%IE)I) 7& OFCD(]N;N)
(used the proposition 205). O
Corollary 297. (FCD) is not an upper adjoint (in general).

Considering restricting polynomials (considered as reloids) to atomic filter objects, it is simple
to prove that each that restriction is injective if not restricting a constant polynomial. Does this
hold in general? No, see the following example:
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Example 298. There exists a monovalued reloid with atomic domain which is neither injective
nor constant (that is not a restriction of a constant function).

Proof. (based on [16]) Consider the function F'€ NN*N defined by the formula (z;y)+ z.

Let w, is a non-principal atomic filter object on the vertical line {2} x N for every x € N.

Let T is the collection of such sets Y that Y N ({z} x N) € upw, for all but finitely many vertical
lines. Obviously 7' is a filter.

Let w € atomsup 7.

For every 2 € N we have some Y €T for which ({z} x N)NY =0 and thus ({2} x N)Nupw=40.

Let g= (TRLD(N;N)F) |o- If g is constant, then there exist a constant function G €up g and FNG
is also constant. Obviously dom TRLD(N?N)(F N G) D w. The function F N G cannot be constant
because otherwise w C dom RPN (' G) C4N{z} x N for some = € N what is impossible by
proved above. So g is not constant.

Suppose there g is injective. Then there exists an injection G € up g. So dom G intersects each
vertical line by atmost one element that is dom G intersects every vertical line by the whole line
or the line without one element. Thus dom G € T'C up w and consequently dom G ¢ up w what is
impossible.

Thus g is neither injective nor constant. O

9 Second product. Oblique product

ef
Definition 299. A xR}-P BE (RLD)out(A xFCP B) for every f.o. A and B. I will call it second direct
product of filter objects A and B.

Remark 300. The letter F' is the above definition is from the word “funcoid”. It signifies that it

seems to be impossible to define A xR-P B directly without refering to the direct product A x P 3
of funcoids.
Definition 301. Oblique products of f.o. A and B are defined as

A x B = ) {{RDBasc(A)BaseB)) r | f ¢ P(Base(A) x Base(B)), VB € up B:
TFCD(Base(.A);Base(B))f oA « FCD TBase(B)B};

A x B = [ {tRD@ase(AsBaseB)) ¢ | ¢ ¢ (Base(A) x Base(B)), VA € up A

TFCD(Base(A);Base(B))‘f o) TBase(.A)A x FCD B}

Proposition 302. A xRPBC A x BC A xRL B for every f.o. A, B.

Proof. Ax BC () {R-DMase(A):BaseB)) ¢ | ¢ ¢ 9(Base(A) x Base(B)), VA € up A, VB € up B:
TFCD(Base(A);Base(B))f ) TBase(A)A « FCD TBase(B)B} C m {TBase(A)A ><FCD TBase(B)B | Ac up .A,
BEupB} =AxRDpB,

Ax BD m {TRLD(Base(A);Base(B))‘f | f c gz(Base(A) % Base(B)), TFCD(Base(.A);Base(B))f 2
A « FCD B} — m {TRLD(Base(A);Base(B))f | f c up(.A « FCD B)} — (RI—D)out(-A « FCD B) =A X}R:'LD B. 0O

Conjecture 303. A xRPBc A x B for some f.o. A, B.
A stronger conjecture:

Conjecture 304. AxRPBc Ax Bc AxRPB for some f.o. A, B. Particularly, is this formula
true for A=B=ANTR0; +o0)?

The above conjecture is similar to Fermat Last Theorem as having no value by itself but being
somehow challenging to prove it.

Example 305. A x BC A xRP B for some f.o. A, B.
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Proof. It’s enough to prove A x B# A xRP .

Let Ay =AN(0;400). Let A=B=A,.

Let K = (>)|]R><]R~

Obviously K ¢ up(A xRP B).

A x B c TRLD(Base(.A);Base(B))K and thus K € Up(A X B) because TFCD(Base(.A);Base(B))K >
A+ « FCD TBase(B)B A « FCD TBase(B)B for B= (0; +OO)

Thus A x B# A xRP B, O

Example 306. A x®-PBc A xRP B for some f.o. A, B.
Proof. This follows from the above example. ([l
Proposition 307. (A x B)N (A xB)=A xRP B for every f.o. A, B.

Proof. (A x B) N (A x B) C () {tRPBase(A)sBaseB) r| ¢ ¢ 2 (Base(A) x Base(B)),
TFCD(Base(A);Base(B))f > A4 « FCD B} _ m {TRLD(Base(.A) Babe(B))f | f c up .A ><FCD } _
(RLD)out(A XFPB) = A xRP B,

To finish the proof we need to show A x B2 A x®P B and A x B2 A xRP B. By symmetry
it’s enough to show A x B D A x®P B what is proved above. O

Example 308. (A x B)U (A x B) C.AxRP B for some f.o. A, B.

Proof. (based on [3]) Let A=B=Q(N). It’s enough to prove (A x B)U (A x B)# A xRP 3.
Let X eup A, Y €up B that is X e Q(N), Y € Q(IN).
Removing one element = from X produces a set P. Removing one element y from Y produces
a set ). Obviously P € Q(N), Q € Q(N).
Obviously (P xN)U(N x Q) €up((A x B)U (A x B)).
(PxN)U(Nx Q)2 X xY because (z;y) € X XY but (z;y) ¢ (PxN)U(N x Q).
Thus (P x N)U (N x Q) ¢ up(A xR-P B) by properties of filter bases. O

Example 309. (RLD)ou+(FCD) f # f for some convex reloid f.

Proof. Let f=.A xR'P B where A and B are from the previous example.
(FCD)(A xRP B) = A xFCP B by the proposition 213.
S0 (RLD)out(FCD)(A xRP B) = (RLD)oui (A xFP B) = A xBP B£L A xRLD B, O
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